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Many experiments demonstrate that the effects of hydrogen solutes decrease 

macroscopic fracture stresses and strains in ductile materials. Hydrogen-related failures 

have occurred in nearly all industries involving hydrogen.  The financial losses incurred 

from those failures reaches billions of dollars annually.  With the ever-urgent needs for 

alternative energy sources such as hydrogen, safe storage and transportation of hydrogen 

increases the momentum for studying hydrogen-related failures, especially in ductile 

materials. 

To quantify ductile material damage with the effects of hydrogen embrittlement, it 

is necessary to add hydrogen effects into the void nucleation, void growth, and void 

coalescence equations.  In this research, hydrogen-enhanced void nucleation is our focus, 

with hydrogen-enhanced void growth and void coalescence to be studied in the future. 

Molecular Dynamic (MD) and Monte Carlo (MC) simulations with Embedded 

Atom Method (EAM) potentials were performed to study how hydrogen affects 
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dislocation nucleation, dislocation structure formation and nanovoid nucleation at nickel 

grain boundaries.  The results were inserted into the continuum void nucleation model by 

Horstemeyer and Gokhale, and the relationships between stress triaxiality-driven void 

nucleation, grain boundary hydrogen concentrations and local grain geometries were 

extracted. 

MD and MC simulations with EAM potentials were also performed to study how 

hydrogen interstitials affect the dislocation nucleation, dislocation structure formation 

and subsequent nanovoid nucleation of single crystal nickel in different hydrogen-

charging conditions. Evolutions of dislocation structures of nickel single crystal with 

different hydrogen concentrations were compared.  The effects of nanovoid nucleation 

stress and strain at different hydrogen concentrations were quantified. The results were 

also inserted into the Horstemeyer and Gokhale model and the relationship between stress 

triaxiality-driven void nucleation and hydrogen concentration caused by stress gradient, 

which showed similar trends as the grain boundary studies. 

From nanoscale studies and existing experimental observations, a continuum void 

nucleation model with hydrogen effects was proposed and used in a continuum damage 

model based upon Bammann and coworkers. The damage model was implemented into 

user material code in FEA code ABAQUS.  Finite element analyses were performed and 

the results were compared to the experimental data by Kwon and Asaro.  
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χ Stress triaxality 
 
Hydrogen/chemical potential 
 
J The molar flux of hydrogen atoms 
H Hydrogen concentration 
D The hydrogen diffusion coefficient 
μ  Chemical potential 

x∂
∂μ  The gradient of chemical potential 

 
Continuum damage model with hydrogen effects 
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φ  Damage 
L The total velocity gradient 
Le Elastic velocity gradient 
Lp Plastic velocity gradient 
LФ Damage-induced velocity gradient 
LH Hydrogen-induced velocity gradient 
ε Total strain 
εe Elastic strain 
εp Plastic strain 
εФ Damage-induced volumetric strain 
εH Hydrogen-induced volumetric strain 
V  Hydrogen partial molar volume 
Ω The mean atomic volume of the host metal atom. 
u The internal energy per unit mass 
ζ The specific heat generation rate 
q  The heat flux vector 
ρ The density 
T Absolute temperature 

Tμ  The specific entropy related to dissipation 
εss The thermodynamic displacement caused by statistically-stored dislocations 
κ Isotropic hardening variable 
Y Thermodynamic force conjugated to damage 
C Elastic moduli 

κH  The isotropic hardening modulus 
κR  The dynamic recovery constant 

λ Bulk modulus 
μs Shear modulus 
ρss Dislocation density 
b  Burger’s vector 
c1, c2 Material constants 
V(T) Temperature dependence of the yield function  
Y(T) Temperature dependence of the yield function 
f(T) Temperature dependence of the yield function 
 
Void growth 
 
v  Void growth 
C Void coalescence 
Ro The initial average radius of the voids 
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εeq The equivalent plastic strain 
n The strain hardening exponent 
Void coalescence 
 
Ccoal Material constant  
CCT Temperature dependency on void coalescence 
 
Void nucleation model/hydrogen effects 
 
η Void nucleation 
KIC Fracture toughness 
f  The volume fraction of second phase particle 
d Average diameter of second phase particles 
I1 The first stress invariant 
J2 The second invariant of deviatoric stress 
J3 The third invariant of deviatoric stress 
a The void nucleation coefficient related to torsional loads 
b The void nucleation coefficient related to compression and tension loads 
c The void nucleation coefficient related to stress triaxiality 

Hη  Void nucleation with hydrogen effects 

Hc  The void nucleation coefficient related to stress triaxiality with hydrogen effects 
m  Material constant related to materials and local interfaces 
 
Hydrogen concentration 
 
HL Bulk hydrogen concentration 
HB Hydrogen concentration at grain boundaries and interfaces 
Hσ Local hydrogen concentration 

2HP  Hydrogen gas pressure (MPa) 
R Gas constant 
WB Trap binding energy 

αN  The number of sites per trap 

TN  Trap site density per unit volume 

Tθ  The occupancy of the trapping sites 
 
 
 
 
 



www.manaraa.com

   

1 

CHAPTER I 
 

  INTRODUCTION 
 

1.1 Hydrogen Embrittlement and Mechanisms 

Hydrogen embrittlement was first reported at least a century ago [1]. At first, the 

macro-aspect of hydrogen embrittlement was studied with a large number of metals. For 

most materials studied, the macroscopic aspect of hydrogen embrittlement has shown that 

solute hydrogen can reduce the ductility of the metals [2-7] and can change the fracture 

mode from void coalescence to transgranular cleavage or intergranular brittle fracture [8]. 

With the advent of the Scanning Electron Microscopy (SEM) and Transmission Electron 

Microscopy (TEM) technology, researchers were able to look into hydrogen 

embrittlement phenomena at the microscopic level. As a result, four main mechanisms 

have been proposed to explain the causes of hydrogen embrittlement: stress-induced 

hydride formation mechanism [9], Hydrogen-Enhanced Localized Plasticity (HELP) 

Mechanism [10-12], hydrogen-induced decohesion mechanism [13], and stacking fault 

mechanism [14-15]. 

Stress-induced hydride formation mechanism is based on the experimental 

observations that a number of metal-hydrogen systems can form stable hydrides at crack 

tips.  Hydrides are brittle and have a low critical stress intensity factor. Cracks can grow 

through hydrides by cleavage [9]. Hydrogen-Enhanced Localized Plasticity mechanism is 
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based on the experiment observations that during plastic deformation, hydrogen atoms 

cause dislocation mobility to increase and cause strain localization. As a result, materials 

fail by enhanced localized plastic deformation [10-12, 16-17]. Hydrogen-induced 

decohesion mechanism is based on a theory that hydrogen atoms decrease the strength of 

atomic bonding at the tip of the crack and interfaces, and lower the energy to form a 

fracture surface [13, 18-20].  The stacking fault mechanism is based on experiments [14-

15, 21-22] that show that hydrogen discourages cross slip and encourages planar slip, 

possibly by reducing the stacking fault energy of the system.  Ferreira and coworkers’ 

[22] experiments show that hydrogen did cause a reduction in the stacking fault energy of 

austenitic stainless steel.  

1.2 Hydrogen Effects on Ductile Failures 

In a monotonic loading condition, ductile materials fail by void nucleation, void 

growth, and void coalescences [23]. In a continuum sense, hydrogen effects on ductile 

failure mainly comprise two aspects. First is that hydrogen affects the plastic flow of the 

materials by either inducing softening or hardening on a material. Researchers suggest 

that hydrogen causes softening in high purity iron by increasing the mobility of screw 

dislocations and by interacting with dislocation pile-ups [24-25].  Oguri and Kimura [26] 

found that hydrogen causes either softening or hardening of iron depending upon the 

material purity, strain rate, and temperature. Lunarska and Flis [27] studied the effects of 

hydrogen on the stress-strain relationships for nickel and found that hydrogen caused 

softening possibly by stress relaxation at the specimen surface or by the generation of 

new dislocations. Abraham and Altstette [15] found that hydrogen can induce either 
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hardening or softening in an austenitic stainless steel. Second is that hydrogen affects the 

ductility of material, and causes the elongation to failure to decrease. Many experiments 

showed that hydrogen promoted void growth and void coalescence leading to the 

reduction of the elongation to failure. Garber and coworkers [28] found that hydrogen 

promotes void growth of spheroidized medium carbon steels.  Cialone and Asaro [29] 

suggested that hydrogen not only promotes void initiation but also accelerates void 

growth and coalescence in spheroidized plain carbon steel.  Park and Thompson [30] also 

investigated spheroidized AISI 1520 steel and found that hydrogen did not affect 

significantly the early stage of void growth; instead, it assisted the later stages of void 

growth and void coalescence.  Park and Thompson [30] had previously suggested that 

internal pressure was responsible for the accelerated void growth. However, researchers 

[31-34] at a later time have suggested that hydrogen dilatation and strain localization 

caused by the HELP mechanism may be responsible for both accelerated void growth and 

void coalescence. 

Several researchers suggested that hydrogen promotes higher rates of void 

nucleation based on experimental data for different materials. Louthan and coworkers [5] 

suggested that hydrogen promotes void nucleation after comparing the dimples on the 

fracture surfaces of hydrogen-charged specimens and those on an uncharged specimen of 

304L stainless steel. Oriani and Josephic [34] also found that hydrogen enhanced the 

nucleation and early growth of microvoids in AISI 1045 steel. Thompson [35] examined 

the fracture surface of a single phase nickel alloy with a SEM under hydrogen-charged 

and uncharged conditions. Figure 1.1 shows that the void area density is nearly doubled 
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in hydrogen-charged condition versus a hydrogen-free condition [35].  For spheriodized 

carbon steels, experimental results [36-38] showed that hydrogen affects void growth 

more than void nucleation.  However, for a 7075 aluminum alloy, Thompson and 

coworkers [39] found that the total number of voids nucleated in hydrogen-charged 

specimens was much larger than the number density shown in air-tested specimens.  

 

 

 

 
Figure 1.1. The fracture surface of a single phase nickel alloy under Scanning 

Electron Microscopy (SEM) at hydrogen-charged (a) and uncharged 
conditions (b). The void area density in the hydrogen-charged condition is 
nearly twice of that in the hydrogen-free condition [35]. 

 
 

The void nucleation can be enhanced by different mechanisms. Kwon and Asaro 

[38] studied tensile specimens of spheroidized 1518 steel and found that hydrogen 

promotes void nucleation at average-sized carbide particles by reducing the critical 

interfacial strength. Jiang and coworkers [40] concluded that hydrogen promotes void 

(a) Void area density ≈ 108/ cm2 
              in a hydrogen-free  
                  condition 

(b) Void area density ≈ 2x108/cm2 
              in a hydrogen-charged  
                    condition 
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nucleation at either the intersection of active slip bands or at the dislocation cell walls by 

affecting local dislocation interactions in AISI 310 stainless steel.  Clearly, all of these 

experimental studies indicate that hydrogen enhances the void/crack nucleation rate; the 

hydrogen-induced decohesion mechanism and the hydrogen-enhanced plasticity 

mechanism may both play a role in the nucleation process. 

1.3 Research Objective 

Many continuum void nucleation models [41-47] have been developed to predict 

ductile failures.  Although those models have been used to solve many practical 

problems, hydrogen-enhanced void nucleation models are lacking for predicting material 

damage and failure with hydrogen effects. Liang and Sofronis [48] modeled the 

interfacial decohesion of an elastic inclusion in an elastic-plastic matrix coupled with 

hydrogen transport. Their work suggests that the strain for interfacial decohesion 

decreases with hydrogen. However, a continuum void nucleation equation that can be 

used with void growth and void coalescence to predict material damage and fracture was 

not formulated. Kwon and Asaro [38] proposed a continuum void nucleation rate model 

with hydrogen effects based only on interfacial stress reduction. Jiang and coworkers [40] 

proposed a model based on an assumption that hydrogen promotes microcrack nucleation 

by reducing the friction stress for operating the Frank-Read source and by forming 

dislocation pile-ups; as a result, decreasing the critical stress of microcrack nucleation. 

However, they did not propose a continuum void nucleation model with hydrogen effects. 

  A generally applicable void nucleation evolution equation should be a function 

of a length scale parameter, volume fraction of second phase materials, stress state, strain 
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rate and fracture toughness.   Among many proposed void nucleation models, only the 

Horstemeyer-Gokale model includes all of the parameters mentioned above.  

The objective of this work is to modify the Horstemeyer-Gokhale continuum void 

nucleation model [47] to account for hydrogen effects by employing a hierarchical 

multiscale modeling methodology.  The mechanisms of hydrogen embrittlement 

demonstrate that the effects of hydrogen on material failures start from the nanoscale by 

interacting with defects [49-50] and by weakening atomic bonding [13, 18].  The 

multiscale modeling approach used is shown in Figure 1.2. 

 

 

Figure 1.2. A schematic of multiscale modeling of void nucleation with hydrogen 
effects.  At the nanoscale, hydrogen effects on plasticity and the 
subsequent nanovoid nucleation at grain boundaries and in a bulk single 
crystal are studied.  At the microscale, a void nucleation model with 
hydrogen effects is developed based on the quantitative information from 
the nanoscale. At the macroscale, a continuum damage framework with 
hydrogen effects is developed and the new void nucleation model is 
implemented into the framework to predict damage and failure.  
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Molecular Dynamic simulations were performed to study the effects of hydrogen 

on nanovoid nucleation and interfacial debonding at different local grain structures. A 

low angle Σ257 (1610) [001] tilt grain boundary, a high angle Σ5 (310) [001] tilt grain 

boundary, and a single crystal, with the same specimen sizes, were studied (referring 

section 3.2.1 for information on Σ). MC simulations were used to introduce hydrogen 

atoms in the specimens. The bulk hydrogen concentration and the grain boundary 

hydrogen concentration at different applied chemical potentials were quantified. 

Hydrogen trapping at grain boundaries was discussed and the relationship between the 

grain boundary hydrogen concentration and the bulk hydrogen concentration was 

addressed. The dislocation nucleation and dislocation substructures formed at the grain 

boundary were compared for hydrogen-free and hydrogen–charged cases. The critical 

stresses and strains for void nucleation were quantified for different bulk and grain 

boundary hydrogen concentrations. The critical stresses and strains for nanovoid 

nucleation were inserted into the continuum Horstemeyer-Gokhale void nucleation model 

[47] to extract the quantitative relationships between void nucleation parameters, grain 

boundary hydrogen concentration and local grain structures.   

Molecular Dynamic (MD) simulations [51] and Monte Carlo (MC) [52] 

simulations were also performed to study the effects of hydrogen interstitials on 

homogenous void nucleation of bulk single nickel crystals. In this study, the hydrogen 

transport by stress gradient and hydrogen trapping from plasticity-induced dislocations 

were addressed. The stress-strain response of the single crystals in hydrogen-free, 

hydrogen-precharged, and hydrogen dynamically-charged conditions, were addressed. In 
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each of these three conditions, the dislocation nucleation, dislocation substructures, and 

plasticity, were also studied. The critical stresses and strains for void nucleation for 

different hydrogen concentrations were quantified. The MD simulation results were also 

inserted into the Horstemeyer-Gokhale model [47] to associate the void nucleation and 

hydrogen concentration when hydrogen was absorbed into the specimen by stress 

gradient and was trapped by dislocations. 

After quantifying the hydrogen effects at the nanoscale, the bulk effects of 

hydrogen on the kinematics, thermodynamics, and kinetics were derived in developing 

the constitutive equations and flow rules based on the Bammann-Chiesa-Johnson(BCJ) 

[53-54] continuum damage mechanics framework. Based on the nanoscale simulation 

results and existing experimental observations [55], the Horstemeyer-Gokhale void/crack 

nucleation rate [47] was modified to account for hydrogen effects.  The continuum 

damage framework was implemented into the user material code and applied in the finite 

element calculations in ABAQUS 2006 [56]. The finite element results were compared to 

the experimental data of spheroidized 1518 steel [38]. 

1.4 Dissertation Structure 

Chapter II presents overviews of several methods and concepts involved in the 

research. The basic concept of multiscale material modeling is discussed first. Then, a 

few basic concepts of the Molecular Dynamics (MD) simulation methods are reviewed, 

which include the equation of motion, integration method, periodic boundary conditions, 

constant pressure control, the Embedded Atom Method (EAM) potential and bulk 

quantities.  A brief review of Continuum Damage Mechanics (CMD) is given.   
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Chapter III presents MD and MC simulation results of nickel grain boundaries. 

The hydrogen absorption and distribution, at different local grain structures, from MC 

simulation results, is presented first.  The MC simulation results are used to associate 

grain boundary hydrogen concentrations with bulk hydrogen concentrations by 

introducing an effective trap binding energy into McLean’s equation [57].  This 

relationship is used in the continuum model in Chapter V. The stress and strain responses 

and the dislocation evolution of different grain boundary structures are presented to 

address the effects of hydrogen on the plasticity.  The critical stresses and strains at 

nanovoid nucleation are quantified at different bulk hydrogen concentration and grain 

boundary hydrogen concentrations. In the end, the MD simulation results are inserted into 

the Horstemeyer and Gokhale continuum void nucleation model [47], and nanovoid 

nucleation at different grain boundary hydrogen concentrations and nanovoid nucleation 

without hydrogen are quantified.  

Chapter IV presents MD and MC simulation results of nickel single crystal with 

hydrogen effects. A novel coupled MD-MC process for modeling hydrogen dynamically-

charged conditions is presented. Hydrogen absorption based on MC simulation results is 

discussed for the hydrogen-precharged and the dynamically-charged cases. The 

relationship between stress states, dislocation activities and nanovoid nucleation is 

presented.  The MD simulation results are inserted into the Horstemeyer and Gokhale 

model [47] to associate the void nucleation and hydrogen concentration to aid in the 

development of a continuum model. 
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Chapter V presents a continuum damage framework with hydrogen effects, with 

emphasis on void nucleation. The kinematics of the framework includes decomposition 

of the deformation gradient into the deviatoric plastic part, the elastic part, the volumetric 

expansion induced by damage and hydrogen-induced dilatational strain. In the 

thermodynamics of the framework, the internal state variables include the 

thermodynamic displacement induced by statistically-stored dislocations and damage, 

which is a function of hydrogen. In the kinetics of the frameworks, a continuum void 

nucleation model with hydrogen effects is proposed and used with the equation for 

calculating hydrogen concentration mentioned in Chapters III and IV and implemented 

into Finite Element Analysis.  The model is correlated with the experimental results [38] 

of 1518 spheroidized steel smooth specimens in hydrogen-free and hydrogen-charged 

conditions. The model is then validated with the experimental results [38] of 1518 

spheroidized steel notched specimens in hydrogen-free and hydrogen-charged specimens.  

Chapter VI summarizes the work performed in this research.  Recommendations 

for future research are also presented. 
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CHAPTER II 
 

OVERVIEW OF THEORIES AND APPROACHES 
 

2.1 Introduction of Multiscale Material Modeling in Ductile Failure 

Multiscale modeling of materials is about performing simulations across several 

characteristic length and time scales [58].  Length scales can range from quantum  

(~10-12m), through nano (10 -12~10-6m) to micro (10-6~10-4m) and to macro (10-4~10 -2m ) 

levels. Time scales can range from picoseconds (10-12s), to nanosecond (10-9s), to 

microsecond (10-6s), to second (s) and to quasi-static regimes. Figure 2.1 shows modeling 

methods corresponding to different length and time scales. 

At the quantum scale, the total energy and atomic structure of a system of 

electrons and nuclei is predicted. Ab initio methods [59] can be used to numerically 

approximate the Schrodinger equation and calculate many physical properties of 

materials [60]. Density Function Theory (DFT) [61], a quantum-mechanical method, can 

be used to calculate material properties such as cohesive energy, surface energy, energy 

barriers, atomic structure, etc.  The DFT method is limited to a few hundred atoms and a 

simulation time of a few picoseconds. 

At the nanoscale, interatomic potentials are developed to reduce the degrees of 

freedom of electrons at the quantum scale by considering atoms being held by 

interatomic potentials.  Daw and Baskes [51, 62] developed the Embedded Atom Method 
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(EAM) as energy corrected potentials by fitting parameters from ab initio results to 

experimental data.  The corrected parameters include the lattice constant, elastic 

constants, vacancy formation energy and surface energy. Molecular Dynamics 

simulations with interatomic potentials can be used to study dislocation nucleation and 

interactions, interfacial debonding and nanovoid nucleation, growth, and coalescence, 

MD simulations can simulate up to 109 atoms and 100 nm [63], from a few picoseconds 

to 10 nanoseconds.  

At the micron scale, Dislocation Dynamics (DD) methods [64] are used to model 

dislocations explicitly to study dislocation motion, interactions and dislocation structure 

formation, because the mechanical behavior of materials depend mostly upon point 

defects such  as vacancies and interstitials, line defects such as dislocations, and surface 

defects such as voids, cracks and grain boundaries. The mechanical responses from DD 

simulations can be used in the development of constitutive laws at the continuum scale. 

Another method at the intermediate length scales is the Statistic Homogenization 

Mechanics (SHM) [65] methods, which are used to study dislocation cells, shear bands or 

other organized dislocation structures, in order to develop continuum equations.  

At the macroscale, the effects of defects and microstructures on plastic 

deformation and fracture are represented by a set of internal state variables that are 

incorporated into the constitutive equations. Those equations are used with other 

governing equations such as conservation of mass and conservation of linear and angular 

momentum to solve the stress and strain tensor at each material point. 
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Currently, two approaches exist to link one scale to another: the hierarchical 

approach and the concurrent approach. In the hierarchical approach, large-scale models 

use coarse-grained representations with information obtained from more detailed, small-

scale models [60]. In the concurrent approach, different scales of the system are linked 

explicitly in a combined model and information is passed from one scale to another scale 

concurrently [66].  A hierarchical approach is used in our research. 

 

 

 

Figure 2.1. The modeling methods at different length scale and time scale. (Modified 
from [58] ). 
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2.2 Overview of Molecular Dynamic (MD) simulations 

In this research, the MD simulation code used is WARP [67], originally 

developed by Steve Plimpton and later modified by Gregory Wagner from Sandia 

National Laboratories. Another code used is PREWARP [67], developed by Phillip 

Gullett from the Department of Civil Engineering at Mississippi State University, to build 

grain boundary structures. 

2.2.1 Equation of motions  

The Molecular Dynamics simulation method has been used to study a dynamic 

system of particles since the 1960s [68]. The equations of motion can be derived in 

several ways.  Newton’s 2’nd Law of Motion can be used for an N atom system, 

α
α

α
ii xmF &&=  i=1,2,3 and α=1,2…N                                                                    (2.1) 

where Fi
α denotes the force in the ith direction acting on atom α; mα denotes the atom’s 

mass and xi
α denotes the ith component of the atom’s position. The force Fi

α can also be 

described as the derivative of the total potential energy E with respect to the position of 

the atom α, 

α
α

i
i x

EF
∂
∂

−=                                                                                          (2.2) 

The forms of potential energies include Lennard-Jones [69], Embedded Atom Method 

(EAM) [51] and Modified Embedded Atom Method (MEAM) [70]. In this research, the 

EAM potential was used.  In a later section, the EAM potential will be described in more 

detail. 
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2.2.2 Integration methods  

The Leapfrog and Verlet methods are most widely used for integrating the 

equations of motion in MD simulations [71-72]. These two methods are equivalent 

algebraically [72]. 

In the Verlet method, Taylor expansion is used for the atom position x(t), 

)()()2/()()()( 32 hOtxhtxhtxhtx +++=+ &&& ,                                             (2.3) 

where t is the current time, and h=Δt. Taylor expansion is also used for x(t – h), 

)()()2/()()()( 42 hOtxhtxhtxhtx ++−=− &&&                                               (2.4) 

Equation (2.3) is added to Equation (2.4) to obtain, 

)()()()(2)( 42 hOtxhhtxtxhtx ++−−=+ &&                   (2.5) 

The velocity term is needed for calculating the kinetic energy and temperature. 

The velocity term is obtained by subtracting Equation (2.4) from Equation (2.3) as: 

)(2/)]()([)( 2hOhhtxhtxtx +−−+=&                                                      (2.6)  

The velocity and position of the atoms can be used to calculate the atomic forces. 

2.2.3 Periodic boundary conditions  

A very large system of atoms needs to be modeled to study macroscopic 

phenomena such as hydrogen-enhanced void nucleation. However, even with the super 

computing power existing today, as mentioned earlier, only a very small system with a 

limited number of atoms (fewer than 109 atoms) can be simulated. To address this 

problem, periodic boundary conditions are being used.   
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Periodic boundaries introduce an infinite space-filling array of identical copies of 

the simulation region, as shown in Figure 2.2 [73].  In Figure 2.2, the black box with 

black circles is the simulation region and the grey boxes with grey circles are the images 

of the simulation regions. The black circles are atoms and grey circles are their images. If 

an atom leaves the simulation region from one face of the black box, shown by the red 

arrows, it will immediately enter the simulation region from the opposite face, shown by 

the blue arrows.  The atoms near the boundaries of the simulation region have the forces 

and energies of bulk atoms, because they interact with the periodic image of other atoms. 

As a result, the small finite system can be used to model bulk properties. 

 

 

Figure 2.2.  The black box with black circles is the simulation region and the grey 
boxes with grey circles are the images of the simulation regions. The black 
circles are atoms and the grey circles are their images. If an atom leaves 
the simulation region from one face of the black box, shown by the red 
arrows, it will immediately enter the simulation region from the opposite 
face, shown by the blue arrows [73].   
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2.2.4 Constant pressure control  

In MD simulations, energy and volume are fixed.  However, in experiments, 

either temperatures or pressures are usually fixed. In our simulations, we impose a 

constant pressure condition.  The constant pressure control is described next. 

In MD simulations, the pressure can be adjusted by a uniform isotropic volume 

change V through rescaling the atomic coordinates [74]. The scaled coordinate r is related 

to the physical coordinate r′  by  

3/1' Vrr Δ= ,                                                                                        (2.7) 

where VΔ  is the cubic volume change. Rather than Newton’s 2nd Law of motion, the 

Lagrangian equation is used to describe the motion.  For an isolated N atoms system, the 

Lagrangian equation is: 

∑∑
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 where m is the atom mass, V is the volume of the system, E is the total potential energy, 

P is the pressure, and M is a generalized mass parameter, which can be regarded as the 

mass of a piston that can be used to regulate pressure by altering the volume. Substituting 

equation (2.8) into the following equation: 
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and: 
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where P is the external pressure of the system.  

2.2.5 EAM potential 

The EAM potentials [51] are based on a semi-empirical method.  In this method, 

the total energy of a metallic solid is composed of the sum of  pair potential energies, Ep,  

plus the sum of the energies to embed each atom into the local electron density of 

neighboring atoms, F, 

∑ ∑ ∑
> ≠

+=
iji i ij

jijip RFREE
,

,, ))(()( ρ ,                                                      (2.12) 

where i refers to the atom in question and  j refers to neighboring atoms.  The first term is 

the pair interaction energies between two atoms separated by a distance Ri,j.  The second 

term is the sum of the embedding energies of atom i  in the electron density ρj . 

The EAM Nickel-Hydrogen (Ni-H) potentials [75-76] were used in the 

simulations.  The elastic constants calculated from this potential, matches well with the 

experimental data [77]. The vacancy formation energy also matches well with the 

experimental data [78].  However, the stacking fault energy predicted from the potential 

is only 89 erg cm-2, smaller than the experimental value of 125 erg cm-2 for pure nickel 

[79].  In FCC materials, the lower the stacking fault energy, the greater the separation 

between the partial dislocations, resulting in a wider stacking fault [80]. Metals with high 

stacking fault energy have a deformation substructure of dislocation tangles and cells. 

Metals with low stacking fault energy have a deformation substructure of banded, linear 
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arrays of dislocations [79]. The predicted lower stacking fault energy may cause more 

banded deformation substructures. The deformation substructure will be discussed in 

detail in the future. 

2.2.6 Definition of bulk quantities 

One of the purposes for performing MD simulations is to study the mechanical 

properties of materials.  In many cases, bulk quantities, such as stress and strain tensors 

need to be estimated. In MD simulations, the explicit output includes the force and 

velocity of each atom. The following section shows how a continuum-like stress tensor is 

calculated from atomic forces.  

At each atom, the dipole force tensor is defined as a second rank tensor,  

k
ij

k
ij r

Ef
∂
∂

= ,                                                                                        (2.13) 

where the superscripts denote the rank of the tensor and the subscripts denote the atom 

counting system. fij
k
 is the force vector between atoms.  rij

k is a position vector between 

atoms i and j.  The stress tensor at the atom i is defined as, 
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where N* is the number of nearest neighbor atoms, and Ωi is the atomic volume. A 

continuum-like stress tensor is defined for the bulk specimen as, 
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2.2.7 Monte Carlo (MC) methods 

The MC methods were developed by Metropolis and coworkers [81]. Monte 

Carlo simulations with EAM potentials can be used to find equilibrium positions and 

compositions of a material system at the given temperature, thermal expansion and 

thermodynamic state.  In Ni-H systems, hydrogen concentrations correspond to different 

applied chemical potentials. In this research, MC simulations were performed to 

introduce hydrogen atoms in the specimens. The details on how hydrogen atoms are 

introduced into the nickel specimens are described in [52].  

2.2.8 Common Neighbor Analysis (CNA) 

In this study, a Common Neighbor Analysis (CNA) method [82] was used with 

MD simulations to identify local FCC and HCP lattice structures.  By studying the local 

lattice structure through the CNA method, stacking faults, partial dislocations, and 

deformation twins were identified during the deformation process. The details of the 

CNA method can be found in references [82-83].  The CNA code used in this research 

was developed by Srinivasan G. Srivilliputhur from Los Alamos National Laboratory. 

2.3  Continuum Damage Mechanics (CDM) 

The CDM is developed based on a macroscopic damage variable,φ , which was 

initially proposed by Kachanov [84] and Robotnov [85].  Damage,φ , can be an internal 

state variable used to link the evolution of voids and cracks in the microscale to the 

constitutive equations in the continuum scale. One important concept related to this 

variable is a Representative Volume Element (RVE). An RVE is a material volume 
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which is a statistical representation of a material neighborhood of a material point [86].  

Figure 2.3 shows how a volume element with heterogeneity, such as voids/cracks, is 

replaced by a continuum element. 

 

 

                                     (a)                                                                      (b) 

Figure 2.3.  RVE includes microvoids/cracks in (a), and is replaced with a continuum 
element (b) with an internal state variable, damage variable φ , to account 
for the effects of microvoids/cracks in the constitutive equations. 

 

Because the cracks and voids are oriented, the damage variable can be a tensor. 

However, for a case of isotropic damage, the damage variable is a scalar and is defined 

by the volume fraction or area fraction of voids or cracks in a volume element. When 

damage is zero, the volume element is in an undamaged state; when damage is less than 
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one, the volume element is in a damaged state; when damage is one, the volume element 

is considered to be ruptured. 

Damage can cause an increase in the effective stress of the volume element [87]. 

In  uniaxial case, shown in Figure 2.3, 

 
φ

σσ
−

=
1eff ,                      (2.16)  

where effσ  is the effective stress of a damaged volume element, σ is the stress of an 

undamaged volume element. This relationship is used in constitutive equations of the 

undamaged material to modify the strain behavior of the damaged element. 
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where E is the Young’s modulus, and K and M are material coefficients. Damage 

degrades the elastic modulus and enhances plastic flow, as described in Equations (2.17) 

and (2.18) [87]. 

Ductile failures involve void nucleation, growth and coalescence. Damage is 

defined as the ratio of the change of volume in the intermediate state to total volume in 

the intermediate state [88].  The specimen is unloaded elastically at the intermediate state. 

vo

v

VV
V
+

=φ                                                                                                        (2.19)  
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Vo is the volume of the element at its initial state. Vv is the volume change at its 

intermediate state.  Void nucleation, η, is the total number of voids nucleated in the 

intermediate state, Nη, divided by the volume of the material in its intermediate state.  

vVV
N
+

=
0

ηη                                                                                                        (2.20) 

The average void volume is vv. The total volume of the voids is, 

vv vNV η=                                                                                                           (2.21) 

Therefore,  

vvηφ =                                                                                                               (2.22) 
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CHAPTER III 
 
 

HYDROGEN EFFECTS ON NANOVOID NUCLEATION AT 
NICKEL GRAIN BOUNDARIES 

 
 

3.1 Introduction  

Hydrogen enhances material damage in ductile materials [28-31]. Because 

hydrogen affects the damage state, one must consider the effects of the stress and strain 

states on the damage state of the material.  Molecular Dynamics (MD) simulations have 

revealed a size scale effect related to dislocation nucleation influencing the yield stress as 

a function of the volume per surface area [89-92].  Alternatively, other MD studies 

related to kinematic/geometrical effects, nanoscale fracture, and nanoscale fatigue have 

shown no size scale effects and have revealed self-similar, scale invariant behavior.  

Three examples illustrate no size scale dependence related to kinematics/geometry/strain.  

Horstemeyer and coworkers [93] performed macroscopic single crystal experiments of 

copper and compared the results to MD and microscale crystal plasticity simulations for 

torsion and simple shear.  The results showed similar strains and gradients of strain at all 

size scales although the stress states were different.  In [94], the simple shear simulations 

were performed in MD, microscale crystal plasticity, and macroscale internal state 

variable plasticity, showing very similar strain states, but differing stress states as 

afunction of size scale.  In [95], macroscale experiments of imploding rings were



www.manaraa.com

25 

 

 compared to MD simulations and microscale crystal plasticity simulations.  Again, 

although the geometry changes, strain levels and strain gradients were similar in all cases.  

In terms of fatigue, researchers employing MD [96-97] have shown that nanoscale crack 

growth rates are similar to microcrack growth rates with the same mechanisms existing at 

all size scales.  In terms of void growth, MD simulations [98] were performed that 

showed size scale effects in the elastic regime, but that a scale invariance quickly 

developed as plasticity was induced, arising from the nucleation, movement, and 

interaction of dislocations.  Hence, the question arises regarding hydrogen effects on 

nanovoid nucleation:  hydrogen effects on nucleation size scale dependent like the stress 

state or are they size scale independent, like the geometric quantities, or is it a 

combination of both? 

The mechanisms proposed for hydrogen-related failures include a stress-induced 

hydride formation mechanism, a Hydrogen-Enhanced Localized Plasticity (HELP) 

mechanism, a hydrogen-induced decohesion mechanism, and a stacking fault mechanism.  

Any of these mechanisms can promote hydrogen effects on microvoid nucleation at grain 

boundaries and interfaces, as illustrated in 310 Stainless Steel [40], spheroidized carbon 

steels [28-31, 36-38],  nickel alloys [35] and 7000 series aluminum alloys [39]. Liang and 

Sofronis [48] performed micromechanical simulations to study interface debonding of a 

carbide particle embedded in a nickel matrix with hydrogen and found that hydrogen 

caused the voids to nucleate at a lower applied strain.  Although these experimental and 

modeling studies have indicated the importance of hydrogen on void nucleation at grain 

boundaries and interfaces, to understand the hydrogen effects on void nucleation at the 
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microscale and macroscale, the underlying mechanisms at the atomic scale must be 

understood [99]. Moody and coworkers [100] performed MD calculations to study 

hydrogen effects on the debonding of symmetrical Σ9 and asymmetrical Σ9 nickel tilt 

grain boundaries, and found that hydrogen caused a marked reduction in fracture stress 

due to strong hydrogen trapping at the grain boundaries. Tanguy and coworkers [101] 

also performed MD simulations of hydrogen segregation on a Σ5 (310)[001] aluminum 

tilt grain boundary, and the results showed that high local hydrogen concentrations 

induced a large separation at the interface, which caused a lower fracture stress at the 

interface. 

In this chapter, hydrogen absorption and distribution, and their effects on 

nanovoid nucleation at different local geometries were studied.  The purpose of this study 

is to look into a possible quantitative relationship between nanovoid nucleation, local 

hydrogen concentrations, and local grain boundary geometries to help develop a 

continuum void nucleation model with hydrogen.  Sato and coworkers [102] found that 

hydrogen embrittlement of Ni-based Alloy 600, with coarse columnar crystals, depended 

on grain boundary orientations.  Pan and coworkers [103] counted cracked grain 

boundaries due to stress corrosion and found that grain boundaries with certain 

Coincident Site occurrence Lattice (CSL) numbers cracked more than the others. Note 

that stress corrosion is usually related to hydrogen embittlement [104]. Those 

experiments show the importance of grain boundary orientation in hydrogen-induced 

failure. To simplify this study, three specimens were chosen: a single crystal nickel, 

which may be regarded as a grain boundary with a misorientation angle of 00, a low angle 
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Σ257 (1610)[001] tilt grain boundary with a misorientation angle of 7.14o and a high 

angle Σ5 (310)[001] tilt grain boundary with a misorientation angle of 36.7o. Dislocation 

spacing, instead of the CSL number, is usually used to describe low angle grain 

boundaries.  The CSL number was used to describe the low angle grain boundary only for 

consistency and simplification.  Monte Carlo (MC) simulations [52, 81] were performed 

to introduce hydrogen atoms into the specimens. Molecular Dynamics (MD) simulations 

were performed to study how hydrogen affects the nanovoid nucleation in these local 

geometries. Finally, the results were inserted into the Horstemeyer-Gokhale continuum 

void nucleation model [47], and hydrogen effects on the nanovoid nucleation rate were 

discussed.  

3.2 Simulation setup and computational approach 

3.2.1 Grain boundaries 

Grain boundaries are the interfaces that separate neighboring misoriented single 

crystals in a polycrystalline solid. Based on the extent of the misorientation between two 

grains, grain boundaries can be categorized as low angle grain boundaries or high angle 

grain boundaries.  A low angle grain boundary generally is composed of an array of 

dislocations; its properties and structure are a function of the misorientation angle. One of 

the important properties is dislocation spacing.  Figure 3.1 shows the schematic of a 

symmetrical low angle tilt grain boundary, where, D is the dislocation spacing, b is the 

Burger’s vector and θ is the misorientation angle. As the misorientation angle increases, 

the cores of the dislocations begin to overlap, and the grain boundary becomes a high 
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angle grain boundary.  The high angle grain boundary includes regions of good and bad 

fits between two grains. Based on this concept, the Coincidence Site Lattice (CSL) (Σ) 

numbers are used to describe a high angle grain boundary.  Figure 3.2 shows a schematic 

of a Σ5 model in which one in five lattice sites of two grains are coincident. In Figure 3.2, 

the lattice sites of one grain are represented by red dots and the lattice sites of another 

grain are represented by yellow dots. The coincident lattice sites of both grains are 

represented by green dots.  
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Figure 3.1. A symmetrical tilt grain boundary consists of a vertical array of edge 
dislocations with parallel Burgers vectors. This schematic is from Hull and 
Bacon[105].
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Figure 3.2.  A schematic of a Σ5 Coincident Site Lattice (CSL) model shows that one 
in five lattice sites of two grains are coincident.  

 

3.2.2 Simulation parameters 

In this study, all specimens were created with approximately the same 

dimensions. The grain boundary specimens were 22 nm in the direction normal to grain 

boundary planes, 11 nm and 4.2 nm respectively in the direction of the grain boundary 

plane. 98800 nickel atoms were created for the low angle Σ257 (1610) [001] tilt grain 

boundary. 96000 nickel atoms were created for the high angle Σ5 (310) [001] tilt grain 

boundary. The 96000 atoms were created for a single crystal nickel specimen, which was 

22 nm in the [130] direction, 11 nm in the [ ]013  direction, and 4.2 nm in the [001] 

direction. Periodic boundary conditions, described later, were applied in all directions. 
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Figure 3.3 (a) shows the atomic arrangement, dimension and loading direction of a 

pristine low angle Σ257 [001] grain boundary. Blue represents bulk nickel atoms; the 

colorful array represents the grain boundary; green arrows represent the loading 

directions. Figure 3.3 (b) and (c) show the atomic arrangement, dimension and loading 

direction of a pristine high angle Σ5 [001] grain boundary and a single crystal.  

 

 

Figure 3.3.  The atomic arrangement, dimension and loading direction of three 
specimens (a) low angle Σ257, (b) high angle Σ5 and (c) single crystal. 
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Figure 3.3 (continued) 

 

 

           

The system was brought to thermal equilibrium at 300K at pressure 0 bar. MC 

simulations were then performed to introduce hydrogen atoms into the specimen by 

applying a chemical potential. Both grain boundaries were subjected to a strain rate of 

5x108s-1, perpendicular to grain boundary planes, until the specimen failed accompanied 

by nanovoid nucleation. Single crystal specimens were also subjected to the same strain 
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rate in the [130] direction. Although the applied strain rate was very high in our MD 

simulations, in the order of 108s-1, Moody and coworkers [100] show that Molecular 

Static (MS) simulation results on nickel grain boundaries were very close to their MD 

simulation results, which had a strain rate in the order of 109s-1, which is higher than the 

strain rate in those simulations. 

3.3 Results  

3.3.1 Hydrogen concentration 

MC simulation results are discussed with respect to varying chemical potentials. 

For each chemical potential applied, the MC simulation was run until the hydrogen 

concentration saturated, as shown in Figure 3.4, and the system reached a thermodynamic 

equilibrium state, which corresponds to the state of lowest free energy and zero gradient 

in chemical potentials. In MC simulations, the applied chemical potential induced a 

chemical potential gradient that acts as a driving force for hydrogen diffusion, according 

to Fick’s first law [106]: 

 
xRT

DHJ
∂
∂

−=
μ                                                                                                  (3.1) 

where J is the molar flux of hydrogen atoms, H is hydrogen concentration, D is the 

diffusion coefficient, and  
x∂

∂μ  is the gradient of chemical potential.  At the equilibrium 

state, the gradient of chemical potential reaches zero, and the flux of hydrogen atoms 

reaches zero, and hydrogen concentration in the system saturates. 
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 Figures 3.5a and 3.5b show the distribution of hydrogen atoms in the high-angle 

and low-angle grain boundary at the equilibrium state, which show that the majority of 

hydrogen atoms were located at and near the grain boundary plane in both grain 

boundaries. However, the hydrogen distribution at the high-angle grain boundary is more 

homogenous at the grain boundary, and hydrogen atoms were concentrated in clusters in 

the low-angle grain boundary, which corresponds to the different distribution of defects 

at the grain boundaries.  Researchers [107] illustrated that hydrogen can accumulate at 

the microstructural heterogeneities such as dislocations, grain boundaries, voids, and 

surfaces, which are described as traps. The grain boundary hydrogen concentrations are 

the averaged hydrogen concentrations at and near the grain boundary plane, where 

hydrogen atoms accumulate.  Figure 3.5c shows the distribution of hydrogen atoms in the 

bulk single crystal at the equilibrium state, which shows that hydrogen atoms were 

randomly distributed in the specimen, because there were no defects to act as traps. 

Hydrogen concentrations in the single crystal specimen correspond to the bulk hydrogen 

concentrations at the different applied chemical potentials. Figure 3.6 shows the bulk 

hydrogen concentration and grain boundary hydrogen concentration versus applied 

chemical potentials, and shows that both bulk hydrogen concentrations and grain 

boundary hydrogen concentrations increased with increased applied chemical potentials.   

Similar to studies performed by other researchers [100-101], more hydrogen atoms 

occupied the grain boundary plane and near the grain boundary region and caused much 

higher grain boundary hydrogen concentrations than the bulk hydrogen concentrations.   

Figure 3.7 shows the grain boundary hydrogen concentration versus bulk hydrogen 
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concentration at the grain boundaries.  At a low bulk hydrogen concentration (less than 

10-3atomic), the grain boundary hydrogen concentration increases rapidly with an 

increased bulk hydrogen concentration. After the bulk hydrogen concentration exceeds 

10-3 atomic, the grain boundary concentration increases slowly and saturates when 

hydrogen atoms fill all of the trap sites at the grain boundaries, which was also 

demonstrated by Moody and coworkers’ simulations [100-101].   

 

 

 

Figure 3.4.   MC simulation results show that the number of hydrogen atoms saturates 
eventually, which signals that the system reaches an equilibrium state.  

 

McLean [57] related grain boundary hydrogen concentration to bulk hydrogen 

concentration at an equilibrium state by the following expression: 
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where HB is the grain boundary hydrogen concentration, HL is the bulk hydrogen 

concentration, WB is trap binding energy of hydrogen at the grain boundary trapping sites, 

R is ideal gas constant, and T is the absolute temperature. Because the trap binding 

energy is not the same for each trap site, with higher trap binding energy at grain 

boundary planes and lower trap binding energy at near grain boundary planes, an 

effective trap binding energy were introduced to address the averaged trap binding energy 

at a grain boundary from the MC simulation results.  Figure 3.7 shows the effective trap 

binding energy versus the bulk hydrogen concentration for both low angle and high angle 

grain boundaries.  At a low bulk hydrogen concentration, the effective trap binding 

energy was high (around -0.28 ev) and hydrogen occupied deep traps such as grain 

boundary planes.  With an increased bulk hydrogen concentration, the effective trap 

binding energy decreased and most of the hydrogen filled up the weak trap sites, where 

the trap binding energy was around -0.05ev.   Figure 3.7 also shows that the effective trap 

binding energies were nearly the same for both low angle and high angle grain 

boundaries.   
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                                                                          (a) 

 

                               

                                                                           (b) 

Figure 3.5.  MC simulation results show that hydrogen atoms accumulate at and near 
nickel Σ5 grain boundary planes, shown in (a), and concentrate at the 
defects at nickel Σ257 grain boundary, shown in (b), and are randomly 
distributed in the nickel bulk single crystal, shown in (c). Hydrogen atoms 
are shown as red balls.      
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Figure 3.5 (continued) 
 
 

                             
 
                                                                          (c) 

 

       

Figure 3.6.  MC simulations show that the bulk and grain boundary hydrogen 
concentrations increase with increasing chemical potential. More hydrogen 
atoms are introduced in the grain boundary specimens than in the single 
crystal nickel specimens to reach the same chemical potential.  Also, the 
grain boundary hydrogen concentrations are nearly the same for both low 
angle (Σ257) and high angle (Σ5) grain boundary specimens.  
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Figure 3.7.  MC simulations reveal the relationship between the grain boundary 
hydrogen concentration, the effective trap binding energy, and the bulk 
hydrogen concentration.  At a low bulk hydrogen concentration (less than 
10-3 atomic), the grain boundary hydrogen concentration increases rapidly 
with an increased bulk hydrogen concentration. The grain boundary 
concentration then increases slowly and saturates when hydrogen atoms 
fill all the trap sites. Correspondingly, the effective trap binding energy 
decreases with an increasing bulk hydrogen concentration. 

3.3.2 Stress-strain responses 

Figure 3.8 shows the stress-strain response and CNA snap shots at different stages 

of deformation in the hydrogen-free and hydrogen-charged cases of single crystal nickel. 

In both cases, the specimens deformed elastically until some dislocations nucleated at 
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approximately 8% strain.  The yield point definition was defined as macroyield by 

Horstemeyer and coworkers [89-92]. The tensile stress then dropped slightly until 

dislocations spread throughout the entire specimen. This stress drop is similar to single 

crystal whisker responses [89-92]. The tensile stress continued to increase with increasing 

applied strain and then dropped sharply, because a nanovoid nucleated at the peak tensile 

stress. The critical tensile stress for nanovoid nucleation was approximately 7% lower, 

and the critical strain was approximately 4% lower in the hydrogen-charged case than in 

the hydrogen-free case. The location of the nanovoid nucleation was different in each 

specimen in the hydrogen-charged case, because hydrogen was distributed randomly in 

the specimen, and the nanovoid nucleation can occur at a random location. Figure 3.8 

shows that the CNA snap shots for the hydrogen-free and hydrogen-charged cases were 

similar, indicating that hydrogen has a minimal affect on the overall plasticity.  
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Figure 3.8.   MD simulation results show the tensile stress versus applied strain and 
corresponding CNA snap shots in single crystal nickel for H-free and H-
charged conditions at 300K. The specimen is subjected to a strain rate of 
5x108s-1 in the [130] direction. The CNA snap shots show the full 
specimen domain. The color green represents the local FCC structure, the 
color blue represents the local HCP structure, and the color pink is an 
unknown lattice structure.  The dislocation substructure and void damage 
are illustrated clearly. 
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    Figure 3.9 shows the stress-strain response and CNA snap shots at different 

stages of deformation in the hydrogen-free and hydrogen-charged cases of the low angle 

Σ257 [001] tilt nickel grain boundary. In the hydrogen-free condition, the grain boundary 

structure was defined by an array of dislocations, with the cores shown in pink. With 

increasing stress and strain, partial dislocations nucleated from the grain boundary at the 

yield point. Similar to the stress-strain response in the case for pure nickel with no grain 

boundary, the stress then dropped and more dislocations nucleated until dislocations 

developed in the entire specimen. The stress increased continuously and then dropped 

sharply accompanied by nanovoid nucleation at the intersection of dislocations at the 

grain boundary.  In the hydrogen-charged condition, dislocations nucleated at the grain 

boundary at the yield point, which has nearly the same stress and strain level as in the 

hydrogen-free condition. As deformation proceeded, the stress and strain continued to 

increase until the specimen failed, initiated by nanovoid nucleation at the grain boundary.  

The critical stress for nanovoid nucleation was nearly 32% lower and the critical strain 

was approximately 29% lower in the hydrogen-charged case than in the hydrogen-free 

case. 
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Figure 3.9.  MD simulation results show the tensile stress versus applied strain and 
corresponding CNA snap shots in a  low angle Σ257 [001] tilt nickel grain 
boundary at H-free and H-charged conditions. The specimen is subjected 
to a strain rate of 5x108s-1 normal to the grain boundary plane. The CNA 
snap shots show the full specimen domain. The color green represents the 
local FCC structure, the color blue represents the local HCP structure, and 
the color pink is an unknown lattice structure.   
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Figure 3.10 shows the stress-strain response and CNA snap shots at different 

stages of deformation in the hydrogen-free and hydrogen-charged cases of a high angle 

Σ5 (310) [001] tilt nickel grain boundary. Figure 3.10 shows that the elastic regimes had 

identical stress-strain responses, but the plastic regimes were different after yielding, 

which was signified by partial dislocations nucleating at the grain boundary.  However, 

the yield stress in the hydrogen-charged case was slightly higher than in the other cases. 

Similar to the single crystal and the low angle Σ257 [001] tilt nickel grain boundary, after 

yielding, the tensile stresses dropped slightly while more dislocations were nucleated. 

The tensile stress increased again after dislocations spread over the entire specimens.  

The stress-strain responses were very similar for each case until specimen failure caused 

by nanovoid nucleation at the peak tensile stress occurred.  The critical tensile stress for 

nanovoid nucleation was approximately 32% lower and the critical strain was 

approximately 30% lower in the hydrogen-charged specimen than in the hydrogen-free 

specimen. The nanovoids nucleated at the grain boundaries for the hydrogen-free and 

hydrogen-charged specimens. The CNA snap shots in Figure 3.10 were also similar for 

the hydrogen-free and hydrogen-charged specimens.   

   The stress-strain responses and dislocation evolution from Figures 3.8-3.10 

show that work hardening rate and dislocation evolution prior to nanovoid nucleation was 

not changed significantly by hydrogen in either single crystal or grain boundary 

specimens. Boniszewski and Smith [108] also observed similar effects at very low 

temperatures.  
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Figure 3.10. MD simulation results show the tensile stress versus applied strain and 

corresponding CNA snap shots in a Σ5 (310)[001] tilt nickel grain 
boundary for H-free and H-charged conditions. The specimen is subjected 
to a strain rate of 5x108s-1 normal to the grain boundary plane. The CNA 
snap shots show the full specimen domain. The color green represents the 
local FCC structure, the color blue represents the local HCP structure, and 
the color pink is an unknown lattice structure.     
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3.3.3 Hydrogen effects on nanovoid nucleation 

Figures 3.8-3.10 show that the nanovoid nucleation occurred at a critical stress 

and a critical strain followed by abrupt failure. Several repeated simulations were run to 

address the statistical issues related to the variation in number and location of the 

hydrogen atoms at any given chemical potential. 

Figure 3.11 shows the critical tensile stress required to nucleate a nanovoid versus 

bulk hydrogen concentration for a single crystal specimen and grain boundary specimens. 

For single crystal nickel, hydrogen caused little change to the nanovoid nucleation stress 

with increasing bulk hydrogen concentration. However, the critical tensile stress required 

to induce a nanovoid arising in the grain boundary specimens was reduced by hydrogen. 

In single crystals, there was no hydrogen enrichment, because neither tensile hydrostatic 

stresses nor defects were present at the beginning of the simulations.  In the grain 

boundary specimens, the grain boundaries acted as trap sites, and hydrogen was enriched 

at the grain boundaries reducing the interfacial strength, which is consistent with 

experimental results [109-110]. Figure 3.12 shows the critical tensile stress at nanovoid 

nucleation versus grain boundary hydrogen concentrations for both high angle and low 

angle grain boundaries, and shows that the critical tensile stress for nanovoid nucleation 

decreased with increasing grain boundary hydrogen concentration; and that the reduction 

on nanovoid nucleation stress was slightly more in the low angle Σ257 [001] tilt grain 

boundary than in the high angle Σ5 [001] tilt grain boundary. Figure 3.13 shows that the 

critical hydrostatic stress for nanovoid nucleation decreased with increasing grain 

boundary hydrogen concentration in both grain boundaries.   
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Figure 3.11.  MD simulation results show the critical tensile stress at nanovoid 

nucleation versus bulk hydrogen concentration for a single crystal, a low 
angle Σ257 [001] tilt grain boundary and a high angle Σ5 [001] tilt grain 
boundary. Hydrogen effects on the critical stress for nanovoid nucleation 
depend on grain boundary geometries and bulk hydrogen concentrations. 
The scatter is caused by the statistical nature of hydrogen trapping.  
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Figure 3.12.  MD simulation results show the critical stress at nanovoid nucleation 
versus grain boundary hydrogen concentrations for a low angle Σ257 
[001] tilt grain boundary and a high angle Σ5 [001] tilt grain boundary. 
The reduction is slightly more pronounced in the low angle Σ257 [001] 
boundaries than the high angle Σ5 [001] boundaries. 
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Figure 3.13.  MD simulation results show that the critical hydrostatic stress at nanovoid 
nucleation decreased with increasing grain boundary hydrogen 
concentration in both low angle and high angle grain boundaries. 

 

Figure 3.14 shows the critical strain at nanovoid nucleation versus bulk hydrogen 

concentration for all three specimens. The critical strain in the single crystal was changed 

very little by hydrogen.  The critical strains in both grain boundaries were reduced, 

clearly tying the hydrogen enrichment at the grain boundaries to the reduction of the 

strain to failure.  Figure 3.15 shows the critical strain at nanovoid nucleation versus grain 

boundary hydrogen concentration for grain boundary specimens. Figure 3.15 shows that 

the critical stress at nanovoid nucleation decreased with increasing grain boundary 



www.manaraa.com

 

 

50
hydrogen concentration; the nanovoid nucleation stress decreased more rapidly in the low 

angle Σ257 [001] grain boundary than in the high angle Σ5 [001] tilt grain boundary. 

Based on Figures 3.11-3.15, two aspects may have contributed to the different 

hydrogen effects on nanovoid nucleation and failure. First, hydrogen enrichment in the 

grain boundaries caused nanovoid nucleation to occur at lower stresses and strains at the 

grain boundary specimens. Second, even with the same grain boundary hydrogen 

concentration, the effects of hydrogen on nanovoid nucleation were more pronounced in 

the low angle Σ257 tilt grain boundary than in the high angle Σ5 tilt grain boundary. The 

distribution of the hydrogen may have played a role in the mechanical response of the 

specimen.  Figure 3.16a shows the distribution of hydrogen at the grain boundaries before 

any strain was applied.  For the high angle Σ5 grain boundary case, hydrogen 

concentrated at the grain boundary but was relatively evenly distributed along the grain 

boundary, because the space of grain boundary dislocation was approximately 0.586 nm 

based on equation
θ
bh = , where h is dislocation spacing, b is Burger’s vector, and θ is the 

grain boundary orientation angle [111].  For the low angle Σ257 grain boundary case, the 

dislocation spacing was approximately 2nm, which is more than five lattice constants and 

caused hydrogen to concentrate not only at the grain boundary but at dislocation cores as 

well.  Figure 3.16b shows that nanovoids nucleated where hydrogen was concentrated in 

both grain boundaries. This analysis demonstrates that the effects of hydrogen on 

nanovoid nucleation depend on grain boundary hydrogen concentration and on the local 

grain boundary geometry.  
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Figure 3.14. MD simulation results show the fracture strains at nanovoid nucleation 

versus bulk hydrogen concentration for a single crystal, a low angle Σ257 
[001] tilt grain boundary and a high angle Σ5 [001] tilt grain boundary. 
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Figure 3.15. MD simulation results show the critical stresses at nanovoid nucleation 

versus grain boundary hydrogen concentration for both grain boundaries. 
The critical strains at nanovoid nucleation decrease with an increasing 
grain boundary hydrogen concentration.  However, the reduction is greater 
in the low angle Σ257 [001] tilt grain boundary.  
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            High angle Σ5 grain boundary                Low angle Σ257 grain boundary 
 
 
 
Figure 3.16a.  MC simulations show that hydrogen is distributed more evenly along the 

high angle Σ5 grain boundary than that along the low angle Σ257 grain 
boundary. The red balls represent hydrogen atoms. 
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     High angle Σ5 grain boundary               Low angle Σ257 grain boundary 

 
Figure 3.16b.  MD simulations show that nanovoid nucleation occurs at both grain 

boundaries where hydrogen resides.  The red balls represent hydrogen 
atoms. 

 
 
 
 
 
 
 
 
 
 
 



www.manaraa.com

 

 

55
3.4 Discussion  

Continuum void nucleation models are used in finite element codes to predict 

ductile failures. Horstemeyer and Gokhale [47] developed a model that void nucleation 

rate η&  is a function of fracture toughness KIC, volume fraction of second phase particle f, 

length scale parameter d, stress state and strain rate ε& .  
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Stress invariants I1, J2, and J3 are used to distinguish different stress state effects 

and three material constants a, b and c are used to address the void nucleation 

contribution from torsional, compressive, and tensile loads.  The MD results have shown 

the relation of the hydrogen concentration to the nucleation of damage. The rest of this 

section illustrates how MD simulation results are inserted into Equation (3.3) in a 

hierarchical manner in order to tie the parameters that affect void nucleation with grain 

boundary hydrogen concentration and local grain geometries. The Horstemeyer and 

Gokhale model is based on linear fracture criteria for void-crack nucleation that 

motivated from atomic scale study of Al-Si interfacial debonding [112]. Although the 

simulation results in this study are based on grain boundaries instead of interfaces 

between two phase materials, hydrogen trapping, and failure mechanisms at grain 

boundaries and interfaces are likely to be similar.  

The continuum-like averaged stress tensors σij from the MD simulations can be used 

to calculate the stress invariants as the following, 
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In this study, because periodic boundary conditions were applied, the stress state 

at nanovoid nucleation was highly triaxial.  Table 3.1 shows 
3
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 and 
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I  at 

nanovoid nucleation in the high angle Σ5 grain boundary at different grain boundary 

hydrogen concentrations. Here, both 
3

2
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27
4

J
J

− and 2/3
2

3

J
J

were negligible, compared 

to
2

1

J
I .  A similar trend also applies to both the single crystal and the low angle Σ257 

grain boundary indicating the dominance of the stress triaxiality. 

 

Table 3.1. Stress state parameters
3

2
3

27
4

J
J

− , 2/3
2

3

J
J

 and 
2

1

J
I  were calculated from MD 

simulation results at nanovoid nucleation at the Σ5 tilt grain boundary at 
different grain boundary hydrogen concentrations. The data scatter was caused 
by the statistical uncertainty related to hydrogen. 

 
Grain boundary H 

concentration 
(atomic) 
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J
J  

2

1

J
I  

0.00 0.15 0.02 251.40 
0.07 0.08 0.26 149.26 
0.12 0.14 0.10 184.37 
0.12 0.05 0.32 164.46 
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Table 3.1 (continued) 
 
 

0.17 0.15 0.00 247.00 
0.18 0.45 0.32 147.00 
0.23 0.03 0.34 106.00 
0.24 0.02 0.35 83.00 
0.24 0.10 0.23 218.27 
0.25 0.00 -0.38 110.50 
0.26 0.12 0.18 70.63 
0.24 0.12 -0.15 103.70 
0.29 0.01 -0.37 182.11 
0.25 0.02 0.36 73.30 
0.24 0.03 0.34 153.90 

 

 

The triaxiality factor, c, in Equation (3.3) in tension is dominant and has been 

shown to relate to tensile stress states and damage nucleation by Dighe and coworkers 

[55].  

The Horstemeyer-Gokhale model [47] can then be simplified to the following, 
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With the inclusion of hydrogen, the equation may be rewritten as 
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ηεη && =                                                                       (3.8) 

where Hη& is the void nucleation rate of hydrogen-charged specimens, Hη is the void 

number density of hydrogen-charged specimens, 
H

ε&  is the imposed strain rate in the 
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hydrogen-charged specimen, and 
H

J
I

2

1 is calculated from the continuum-like averaged 

stress tensors from the MD simulations of hydrogen-charged specimens. Rearranging 

Equations (3.7) and (3.8), get 
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=                                                                                (3.9) 

We define the term 
c

cH  as a normalized void nucleation coefficient, since it 

shows the effects of hydrogen on the void nucleation.  

MD simulation results with and without hydrogen for grain boundary specimens 

were inserted into Equation (3.9).  The imposed strain rates were the same for all the 

cases. The void number densities were the same since only one void was nucleated and 

specimen sizes were the same for all the specimens. The void nucleation rate was 

calculated by using one void divided by the time for the nanovoid nucleation to occur. 

The stress invariants were calculated from the continuum-like stress tensor at nanovoid 

nucleation.  

Figure 3.17 shows the normalized void nucleation coefficient versus grain 

boundary hydrogen concentration in the low angle Σ257 [001] tilt grain boundary and the 

high angle Σ5 [001] tilt grain boundary. The normalized void nucleation coefficient 

increased with increasing grain boundary hydrogen concentration and followed a similar 

exponential trend in both grain boundaries.  This indicates that as the grain boundary 
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hydrogen concentration increases, the nucleation rate for damage will increase.  

However, the normalized void nucleation coefficient increased more in the low angle 

grain boundary Σ257 than in the high angle grain boundary Σ5. The possible reason may 

lie in the heterogeneity of the local hydrogen distribution in Σ257 versus relatively 

homogenous distribution in Σ5 at and near the grain boundary plane, as shown in Figure 

3.16a.  

Based on Figure 3.17, the normalized void nucleation coefficient can be written as 
 

BmHH e
c

c
=                                                                                                      (3.10) 

 
HB is the grain boundary hydrogen concentration, and m is a material parameter 

that accounts for different local structures such as different grain boundaries. According 

to Figure 3.17, for the high angle Σ5 grain boundary, m is 3.27; for the low angle Σ257 

grain boundary, m is 6.47.  Grain boundary hydrogen concentration HB can be calculated 

based on Equation (3.2). Trap binding energy WB can be evaluated experimentally.  The 

bulk hydrogen HL can be calculated based on hydrogen pressure by Sievert’s law [113]. 

Equation (3.8) provides a form that ties stress triaxiality-driven void nucleation 

with grain boundary hydrogen concentrations and local grain geometries at the nanoscale. 
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Figure 3.17. Normalized void nucleation coefficient versus grain boundary hydrogen 

concentration. The normalized void nucleation coefficient increased 
exponentially with increasing grain boundary hydrogen concentration in 
both the high angle Σ5 and the low angle Σ257 tilt grain boundaries, and it 
increased more rapidly in the low angle Σ257 tilt grain boundary than the 
high angle Σ5 tilt grain boundary. 

 
 

3.5 Summary of Chapter 3 

Several conclusions can be drawn from the MC and MD simulations that were 

performed to study hydrogen-enhanced nanovoid nucleation in nickel grain 

boundaries.  
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 When hydrogen was introduced into unstressed specimens, it was distributed 

homogenously in the single crystal specimen, but accumulated at grain boundaries 

in the bi-crystal specimens. At equilibrium, the grain boundary hydrogen 

concentrations were much higher than bulk hydrogen concentration (single crystal 

hydrogen concentration).  However, there was very small difference in grain 

boundary hydrogen concentration in a low angle Σ257 [001] and a high angle Σ5 

[001] tilt grain boundary.  The effective trap binding energy decreased with 

increased bulk hydrogen concentration. 

 The critical stress and strain at nanovoid nucleation changed little with increasing 

hydrogen concentration in a single crystal. This agrees well with experimental 

data trends that show the ductility of a single crystal is not reduced as much as 

polycrystals [3-4]. 

 In bi-crystal specimens, the stress-strain responses and dislocation evolution show 

that the work hardening rate and dislocation evolution prior to nanovoid 

nucleation was not changed by hydrogen. The critical stress at nanovoid 

nucleation decreased with increasing grain boundary hydrogen concentration 

indicating that hydrogen may have reduced the cohesive force between atoms at 

the grain boundary. Furthermore, the elongation to failure decreased with 

increasing grain boundary hydrogen concentration. This most likely indicates a 

hydrogen-induced decohesion mechanism [13]. Several researchers [114-116] 

also observed similar trends in their experiments in pure nickel. 
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 The effects of hydrogen on nanovoid nucleation were slightly more pronounced in 

the low angle Σ257 [001] tilt gain boundary than the high angle Σ5 [001] tilt grain 

boundary at same grain boundary hydrogen concentrations, possibly caused by 

different local hydrogen distributions at the grain boundaries.   

 MD results were inserted into the Horstemeyer and Gokhale continuum void 

nucleation model [47] and a relationship between stress triaxiality-driven void 

nucleation and grain boundary hydrogen concentration was extracted, which was 

used in the development of a modified continuum void nucleation model in the 

later chapter. 
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CHAPTER IV 
 

  HYDROGEN EFFECTS ON NANOVOID NUCLEATION IN 
FCC SINGLE CRYSTALS 

 

4.1 Introduction  

Hydrogen solutes cause a reduction on macroscopic fracture stresses and strains 

in ductile materials [2-8] and that the effects are even more detrimental when 

dynamically-charged [36]. Void nucleation not only occurs at the second phase particles 

[117-118] and grain boundaries [119], but is also observed inside grains and in single 

crystals [23]. A number of experiments show that hydrogen promotes void nucleation 

inside grains and single crystals.  Birnbaum and co-workers [16, 120-121] performed 

straining experiments in a hydrogen environment on nickel and aluminum in-situ, and 

observed that hydrogen promoted transgranular cracks by either affecting the emission of 

dislocations from the crack tip, or by affecting void nucleation and growth ahead of the 

crack tip. Chen and his co-workers [122] also observed that hydrogen promoted nanovoid 

nucleation in thin crystals of a 310 stainless steel.  Jiang and co-workers [40] suggested 

that hydrogen encouraged void nucleation at either the intersection of active slip bands or 

at the dislocation cell walls by affecting local dislocation interactions.  The experiments 

by Birnbaum and Chen were performed in a hydrogen environment, and hydrogen was 

continuously charged into the specimen while loads were being applied on the specimen. 

We consider this case as a dynamically-charged condition. Jiang’s specimens were 
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charged with hydrogen before loads were applied.  We consider this case as a precharged 

condition.  We consider this case as a precharged condition.   

Hydrogen effects on void nucleation at the atomistic scale need to be studied in 

order to understand the microscale and macroscale responses. Molecular Dynamics (MD) 

simulations have been performed to study the effects of hydrogen on single crystal nickel 

[123-124]. In those simulations, hydrogen was randomly placed in the lattice before MD 

simulations were performed, and the effects due to hydrogen transport by stress gradients 

and by dislocation trapping was not addressed, because current MD simulations alone 

have limitations in addressing hydrogen diffusion.   

In this chapter, the MC and MD simulations employing EAM potential [75-76] 

were performed to study hydrogen effects on dislocation nucleation and nanovoid 

nucleation in hydrogen-precharged and hydrogen dynamically-charged conditions in 

nickel single crystals. In the precharged condition, hydrogen atoms were introduced in 

the specimen before any stress and strain was applied. Hydrogen diffusion due to stress 

gradient and defects caused by plastic deformation was not addressed. In the 

dynamically-charged condition, hydrogen atoms were introduced in the specimen by 

using a novel MD-MC process at different strain levels incrementally. By doing so, 

hydrogen transport by stress gradients and by dislocation trapping can be captured. The 

purpose of this work was to study how hydrogen affects nanovoid nucleation and the 

underlying mechanisms differently in various charging conditions. The MD simulation 

results were also inserted into Horstemeyer and Gokhale continuum void nucleation 

model [47] in order to extract the relationship between nanovoid nucleation and hydrogen 
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transport by stress gradient and dislocation trapping.  The findings can be passed to the 

higher length scale and aid in the continuum model development. 

4.2 Model Parameters and Computational Setup 

The single crystal nickel cubic-shaped specimens are 21 nm in the [100] direction, 

21 nm in the [010] direction and 2.8 nm in the [001] direction. A total of 115,000 nickel 

atoms were created. Periodic boundaries were applied in all direction.  Figure 4.1 shows 

the schematic drawing of the model. 

 

 

Figure 4.1.  The schematic of the single crystal model show nickel atoms in big black 
circles, hydrogen atoms in small red circles.  The grey circles represent the 
image atoms. The arrows indicate the loading direction.  The orientation 
of the crystal is shown on the right. 

 
 
 

For a hydrogen-precharged system, the system was brought to thermal 

equilibrium at 300K at pressure 0 bar. MC simulations were then performed to introduce 

hydrogen atoms in the specimen by applying a chemical potential.  Because no stresses or 

displacements were applied on the specimen, the hydrogen concentration introduced was 
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an unstressed lattice concentration [125] or define as a precharged concentration or bulk 

concentration.  The specimen was subjected to a strain rate of 5x108/sec in the (100) 

direction until the specimen failed accompanied by nanovoid nucleation. 

For a hydrogen dynamically-charged condition, a novel coupled MD-MC process 

was used. Once the unstressed lattice concentration (bulk concentration) was created, the 

specimen was subjected to a strain rate of 5x108/sec in [100] direction to 8% of 

engineering strain in the [100] direction.  MC simulations were again run on this strained 

specimen with the same chemical potential applied. The specimen was then pulled to 

12% strain in the [100] direction.  This procedure was repeated several times with 4% 

strain increments until the specimen failed mainly due to nanovoid nucleation and rapid 

void growth immediately after. 

 Figure 4.2 shows the MC and MD simulations performed for both H-precharged 

and H-dynamically-charged cases. 

The boundary conditions in MD simulations were based on the Parrinello-

Rahman method [126] in which the three Cartesian coordinates of the atoms were 

rescaled to the unit box.  When calculating the velocity and new positions of the atoms 

and also the atomic forces, the unit box was multiplied by a diagonal scaling matrix.  The 

positions of the atoms are given by the following, 

ii LSX = ,                                                                                                           (4.1) 

where Si is the scaled Cartesian coordinates of atom i, and L is a matrix with the 

simulation box size length as diagonal terms.  They are updated at each time step as the 

strain rate is applied, 
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)( ε&tILL +=′ ,                                                                                                    (4.2) 

ii StILX )( ε&+′=
′ ,                                                                                            (4.3) 

where ε&  is the applied strain rate matrix.  In our calculations, the only nonzero term of 

the strain rate matrix was the first diagonal term. As such, the bulk strain was uniaxial. 

Because periodic conditions were applied in all three directions, even if the 

specimens were only subjected to strain rates in the (100) direction, the calculated bulk 

stress tensor included all the components. The hydrostatic stresses were quantified at 

different hydrogen concentrations.  The bulk mean (hydrostatic) stresses were calculated 

as the following: 
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1 ==                                                                                                   (4.4) 

Correspondingly, the bulk von Mises stress was calculated as: 
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where J2 is the second invariant of deviatoric stress. 

The third invariant of deviatoric stress was calculated as: 
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The stress triaxiality was calculated as: 

von

m

σ
σ

χ =                                                                                                                                   (4.7) 

The applied strain at each time step was calculated as the following: 

εε &t=                                                                                                                  (4.8) 
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Figure 4.2.  The diagram shows MC and MD simulations performed for H-precharged 
case and H-dynamically-charged case. In H-precharged case, MD 
simulation and MC simulations were performed only once; in H-
dynamically-charged case, MC and MD simulations are performed 
alternatively to couple mechanical straining and hydrogen charging. 
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4.3 Results 

4.3.1 Hydrogen Concentrations 

MC simulation results of hydrogen introduced in the precharged and dynamically-

charged cases are discussed in this section. The relationship between hydrogen diffusion 

and chemical potentials were described earlier in chapter three.  Figure 4.3(a) shows the 

hydrogen concentration in an unstressed lattice corresponding to the precharged case at 

different chemical potentials. Note that the definition of a precharged case here is 

different from the precharged cases in many experiments.  In this case, because very high 

strain rates were used in MD simulations, and because hydrogen in a single crystal nickel 

can only diffuse on the order of 10-4nm/ps at 300K, the long-range diffusion of hydrogen 

in a specimen was minimal. Some experiments [127] have shown that after the specimen 

has been precharged, hydrogen will diffuse and redistribute in the specimen during 

mechanical straining, given a low applied strain rate and sufficient time.  Figure 4.3(b) 

shows that the hydrogen concentration in the specimen increased with increasing 

chemical potential and applied strain in the dynamically-charged case.   After hydrogen 

was introduced in the unstressed lattices, the specimen was strained to 8% strain in the 

(100) direction. Figure 4.6 shows that the bulk tensile hydrostatic stress was about 10GPa 

at this strain level, which was extremely high. The tensile hydrostatic stresses lowered the 

chemical potential of the hydrogen solutes [125] and caused a higher chemical potential 

gradient that drove more hydrogen into the specimen.  At 12% and 16% strain, the tensile 

hydrostatic stresses were even higher.  As a result, more hydrogen atoms were introduced 

in the specimen.  Figures 4.3(a) and 4.3(b) show that the hydrogen concentration in the 
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dynamically-charged specimen was much higher than in the precharged specimen. Based 

on the applied chemical potentials, bulk hydrogen concentrations can be determined, 

corresponding to lattice hydrogen concentration in an unstressed lattice, which was also 

defined in the grain boundary study in the previous chapter.  In the precharged case, the 

hydrogen concentration in the specimen was the same as the bulk hydrogen 

concentration, because no defects and stress gradient were present. In the dynamically-

charged case, the applied strain induced dislocations and high hydrostatic stresses, which 

caused much higher hydrogen concentrations in the specimen than the bulk hydrogen 

concentration.  Figure 4.4 shows the final hydrogen concentrations in the specimen 

versus bulk hydrogen concentration in the dynamically-charged case. Note the hydrogen 

concentrations did not saturate and the system did not reach equilibrium state, thus a 

transit state was observed.  Experimental observations [128-129] also indicate that 

hydrogen tends to diffuse to the region with high tensile hydrostatic stresses, such as 

ahead of a crack tip.  
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Figure 4.3.   MC simulation results show that the (a) hydrogen concentration increased 

with increasing chemical potential in the precharged case, and not only 
increased with increasing chemical potential, but (b) also with increasing 
strain in the dynamically-charged case. 
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Figure 4.4.   MC simulation results show the final hydrogen concentration in the 

specimen versus the bulk H concentration in the dynamically charged 
case.  High hydrostatic stress and plasticity-induced dislocations in the 
specimen caused the much higher hydrogen concentrations, compared to 
the bulk H concentrations. 

 
 

4.3.2 Hydrogen Effects on Nanovoid Nucleation 

We used the MD simulation results from an uncharged specimen at 300K to 

illustrate the relationship between the loading mode and related dislocation activity and 

nanovoid nucleation. Figure 4.5 shows the hydrostatic stress, von Mises stress, and stress 

triaxiality versus applied strain when the specimen was subjected to a strain rate of 

5x108/sec.  Figure 4.5 also shows the CNA snap shots at different strain levels.   
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Initially, the stress state was predominantly uniaxial, which was marked by an 

increased von Mises stress and low stress triaxiality. The specimen deformed elastically 

until dislocations started to nucleate at 11% strain and the stress reached a maximum. 

This point is defined as yield point, which is the same as macro-yield point defined by 

Horstemeyer et al. [91].  CNA snap shots show arrays of HCP atoms in a FCC 

environment indicating that stacking faults formed by partial dislocations. The stress state 

then became more triaxial, as characterized by a decreased von Mises stress and an 

increased hydrostatic stress.  When the von Mises stress leveled off, stacking faults and 

dislocation networks overtook the entire specimen. The hydrostatic stress then increased 

dramatically and the stress triaxiality remained high. When the hydrostatic stress reached 

a maximum, (at a critical level of the hydrostatic stress and stress triaxiality, a nanovoid 

was nucleated, drastically lowering both of these quantities). 

Figure 4.5 show that nanovoid nucleation occurred at the peak hydrostatic 

stresses, and was even more sensitive to the stress triaxiality.  The local hydrostatic stress 

is closely tied to hydrogen absorption. Figure 4.6 shows the hydrostatic stress versus 

applied strain in all three conditions. The stress-strain curve in the precharged case 

followed the same trend as the hydrogen-free case until nanovoid nucleation occurred at 

about 7% lower stress than the hydrogen-free case. The hydrostatic stress in the hydrogen 

dynamically-charged case followed the same trend as the other two cases until 8% strain 

was reached.  An additional 11% of hydrogen atoms were introduced in the specimen due 

to the tensile hydrostatic stress in the specimen. The volume expansion of hydrogen 

atoms may have lowered the bulk tensile hydrostatic stress and caused a hydrostatic 



www.manaraa.com

74 

 

stress drop at 8% strain in the dynamically-charged case.  The bulk hydrostatic stress 

increased as the strain increased until 12% strain, at which an additional 12% of 

hydrogen atoms were introduced in the specimen, which caused another drop in the bulk 

hydrostatic stress. The same trend also occurred at 16% strain.  The specimen was 

strained further until the hydrostatic stress reached the peak and nanovoid nucleation 

occurred.  The resulting peak hydrostatic stress at nanovoid nucleation in the 

dynamically-charged case was 42% lower than in the hydrogen-free case.  The resulting 

critical strain at nanovoid nucleation was only 6% lower than in the hydrogen-free case. 

Due to a limitation on computation time, the hydrogen was only charged into specimens 

three times in the dynamically-charged condition in our simulations. To simulate a true 

dynamically-charged condition, hydrogen should be continuously charged as the 

deformation occurs; however, the qualitative trend observed here would not change even 

if the time step were lowered for the charging.   Kimura and Matsui [130] observed a 

stress drop when hydrogen was charged after pulling the specimen to 3% strain, which 

was similar to what our simulation results showed. Shin and workers [131] also observed 

the similar zigzag stress-strain response in an intermittent cathodically-charged single 

crystal iron specimen as shown in Figure 4.7. Even though our results are for single 

crystal nickel, the effects of hydrogen on the stress-strain response appeared to be similar 

to the experimental results of single crystal iron, given the similar charging condition.   

Figure 4.8 shows that the von Mises stress (the second invariant of deviatoric stress J2) 

changed little in the hydrogen-precharged case; however, it increased at the macro-yield 

point in the dynamically-charged case.  Figure 4.9 shows the third invariants of deviatoric 
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stress J3) also exhibited similar trends to the second invariants.  This is reasonable since 

both J2 and J3 are related to the shear stress. Figures 4.8 and 4.9 indicate that hydrogen 

caused a higher yield stress in the dynamically-charged case.  Figures 4.6, 4.7 and 4.8 

show that hydrogen caused little change in the bulk stress in the precharged case, 

however, affected predominantly the hydrostatic component of bulk stress in the 

dynamically-charged case.  

We define the hydrostatic stress at the nanovoid nucleation as the hydrostatic 

fracture stress, and the applied strain at the nanovoid nucleation as the fracture strain. 

Figure 4.10 shows the hydrostatic fracture stress versus bulk hydrogen concentration for 

hydrogen-precharged and hydrogen dynamically-charged cases. Figure 4.11 shows the 

fracture strain versus bulk hydrogen for hydrogen-precharged and hydrogen dynamically-

charged cases.  To address the statistical issue of hydrogen occupation in the specimen, 

we also ran several duplicated simulations in the hydrogen-precharged cases. We also ran 

simulations subjected to a strain rate of 5x107/sec in the precharged case besides a strain 

rate of 5x108/sec.  Figure 4.10 shows that the hydrostatic fracture stress decreased less 

than 7% for the precharged case, but decreases more than 40% in the dynamically-

charged case. Figure 4.10 shows that subjecting the specimen to a lower strain rate did 

not change the trends in the precharged case.  Figure 4.10 also shows some statistical 

scatter due to the positioning of hydrogen interstitials in the precharged case.  Figure 4.11 

shows that hydrogen caused a small reduction in fracture strain for the hydrogen-

precharged case and little change for the hydrogen dynamically-charged cases.  
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Figure 4.12 shows that the fracture hydrostatic stress decreased continuously with 

hydrogen concentration in the specimen in the dynamically-charged condition, which 

indicated that the fracture stress strongly depended on the amount of hydrogen in the 

system in the dynamically-charged case. Figure 4.13 shows that the fracture strain 

changed little with increasing hydrogen concentration in the dynamically-charged 

condition.  

 

 

Figure 4.5.  Molecular Dynamics (MD) simulations show that the von Mises stress 
increased to the yield point marked by dislocation initiation, then dropped 
sharply as dislocations proliferated through the specimen, and finally 
saturated upon further deformation.  The hydrostatic stress also increased 
before dislocation initiation, and then increased more steeply until a void 
nucleated. The stress triaxiality was small until dislocation initiation and 
then increased dramatically until a nanovoid nucleated. In CNA snapshots, 
the color green is designated as a local FCC structure, the color blue 
represents the local HCP structure, and the color pink is an unknown 
lattice structure. Each snap shot includes the total simulation domain of 
Nickel crystals. 
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Figure 4.6.   MD simulation results show that the bulk hydrostatic stress increased until 
a nanovoid nucleated in the hydrogen-free and hydrogen-precharged 
cases.  For the hydrogen dynamically-charged case, the tensile hydrostatic 
stress increased incrementally until a nanovoid nucleated. The peak 
hydrostatic stress is about 40% lower in the hydrogen dynamically-
charged case than the hydrogen-free case. 

 
 
 

     
       
Figure 4.7.   Experimental results in single crystal iron shows the there is a stress drop 

at each increment when hydrogen was charged in curve D [131].  
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Figure 4.8.   Second invariants of deviatoric stress 2J  versus applied strain in H-free, 
H-precharged and H-dynamically-charged conditions. Hydrogen did not 
change the yield stress in the precharged condition but caused a small 
increase in yield stress in the dynamically-charged condition.  
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Figure 4.9.   The third invariant of deviatoric stress 
3/1

3J  versus applied stress in H-free, 
H-precharged and H-dynamically-charged conditions. Hydrogen caused 
little change in the precharged condition, but caused a higher peak value in 
the dynamically-charged case.  The peak value corresponds to the yield 
point. 
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Figure 4.10.   MD simulation results show that the reduction in hydrostatic fracture 

stress was only around 7% in the precharged case, and subjection to lower 
strain rate did not change this trend. The reduction in hydrostatic fracture 
stress was over 40% lower in the dynamically-charged case. 
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Figure 4.11. MD simulation results show that hydrogen caused slight reductions in 

fracture strains for hydrogen-precharged cases and nearly no change in 
fracture strains for hydrogen dynamically-charged cases. Subjecting to 
lower strain rate did not change the trend in the precharged case. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 



www.manaraa.com

82 

 

 Hydrogen concentration (atomic)

0.0 0.1 0.2 0.3 0.4 0.5 0.6

Fr
ac

tu
re

 h
yd

ro
st

at
ic

 s
tre

ss

0

5

10

15

20

25

30

 
 
 
Figure 4.12. MD simulation results show that fracture hydrostatic stress decreased 

continuously with increased hydrogen concentration in H-dynamically-
charged condition. 
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Figure 4.13. MD simulation results show that fracture strain changed little with 

increased hydrogen condition in H-dynamically-charged case. 
 
 

4.3.3 Dislocation structures 

The MD simulation results show that hydrogen affects the stress-strain responses 

and nanovoid nucleation. To gain insight and understanding of the underlying 

mechanisms, Figure 4.14 shows the CNA snapshots of hydrogen-free, hydrogen-

precharged, and hydrogen dynamically-charged cases at 0%, 12%, 16%, 20% strains, and 

the point of nanovoid nucleation. Here, ε denotes the applied strain, and μ denotes the 

applied chemical potential. The CNA snap shots at 12% strain show that stacking faults 
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and dislocation networks were observed in all three cases.  At 16% and 20% strain, the 

dislocation structures were similar in the hydrogen-free and hydrogen precharged case, 

but they were markedly different in the dynamically-charged case. As the deformation 

increased in hydrogen-free and hydrogen-precharged cases, stacking faults and 

dislocations continued to form, piling up next to each other to form some HCP-like cells.  

Eventually, a nanovoid nucleated at an intersection of cell walls.  In the dynamically-

charged case, more stacking faults and dislocations formed with increasing deformation, 

but no HCP-like substructure was formed.  Eventually a nanovoid developed at an 

intersection of two stacking faults.  

Figure 4.15 shows the percentage of atoms in a local HCP structure versus applied 

strain illustrating a lower percentage of HCP atoms in the dynamically-charged case than 

in both hydrogen-free and precharged cases. The FCC structure changed into an HCP 

structure as partial dislocations nucleated.  A lower percentage of HCP atoms indicate a 

lower dislocation density.  Since a lower dislocation density produces a lower strain 

hardening rate [132] in macroscale experiments, a corollary may be similar in these 

nanoscale numerical experiments: the dynamically-charged case leads to less dislocations 

hence leading to a lower work hardening rate. 

To further understand the dislocation structures in Figure 4.14. Nickel FCC single 

crystal and nickel HCP single crystal specimens were modeled. Both specimens were 

charged with different hydrogen concentrations: 0% (atomic), 5% (atomic), 12.5% 

(atomic) and 20.5% (atomic). Hydrostatic tension loads were applied on both specimens 

at different hydrogen concentrations. The energy differences were calculated by 
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subtracting the energy at each configuration to the initial energy of nickel in its natural 

state FCC at 300K. The configurations with smaller energy differences are more stable 

than the configurations with higher energy differences. Figure 4.16 was plotted to show 

the energy difference versus applied hydrostatic tension of FCC Ni and HCP Ni with 

different hydrogen concentrations.  Figure 4.16a shows that the averaged energy per atom 

of Ni in the FCC crystal structure was lower than in the HCP crystal structure until the 

applied hydrostatic tension exceeded 20GPa in the hydrogen-free condition, indicating 

the specimen is in a FCC structure if the applied hydrostatic tension is under 20 GPa, and 

is in a mostly HCP structure if the applied hydrostatic tension exceeds 20 GPa.   Figure 

4.16b shows Ni in HCP crystal structure became more stable than the FCC structure 

when the hydrostatic tension exceeded 22GPa with 5% hydrogen applied. Figure 4.16c 

shows that the averaged energy per atom was very similar in both FCC Ni and HCP Ni 

with 12.5% hydrogen applied. Figure 4.16d shows that the averaged energy per Ni atom 

was higher in HCP Ni than FCC Ni when hydrostatic tension was below 30GPa when 

20.5% of hydrogen applied.   Figures 4.16 indicate that Ni in the HCP structure was more 

stable than Ni in the FCC structure when the applied hydrostatic tension exceeds 20GPa 

and the hydrogen concentration was less than 5%.  When the hydrogen concentration 

exceeded 12.5%, Ni in the FCC structure was always more stable than Ni in HCP 

structure as long as the applied hydrostatic tension did not exceed 30GPa.  This explains 

why the dislocation structures arose in Figure 4.14.  In the hydrogen-free case, a high 

percentage of FCC Ni changed into HCP Ni when the applied strain exceeded 16%, 

which corresponds to a hydrostatic stress of 20 GPa, shown in Figure 4.7. In the 
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precharged case, the hydrogen concentration in the specimen was only 0.125%, therefore, 

a high percentage of FCC Ni changed into HCP Ni when the applied strain exceeded 

16%, which corresponds to a hydrostatic stress of 20GPa, shown in Figure 4.7. In the 

dynamically-charged case, the hydrogen concentration was higher than 12% after the 

applied strain exceeded 8%, and the hydrostatic tension was lower than 20GPa during the 

course of deformation. Therefore, Ni remained in the FCC structure during the 

deformation process. 

Figures 4.16(a-d) show that it became more difficult for FCC Ni to change into 

HCP Ni with increasing hydrogen concentration.  In FCC crystals, when a thin layer of 

FCC structure turns into HCP structure, a stacking fault forms. The previous study 

suggests that hydrogen discouraged the formation of stacking faults, and may have 

lowered the stacking fault energy of the system, which was observed in different types of 

metals by other researchers [14-15, 21] 
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Figure 4.14.   The CNA snap shots of hydrogen-free, hydrogen precharged, and 

hydrogen dynamically-charged cases at 0%, 12%, 16%, and 20% strains, 
and at the point of nanovoid nucleation show that the dislocation 
structures are similar for the hydrogen-free and hydrogen-precharged 
cases.  However, they are different for the hydrogen dynamically-charged 
condition.  Here, ε denotes the applied strain and μ denotes the applied 
chemical potential. The white-colored regions denote nanovoids. In CNA 
snap shots, the color green is designated as a local FCC structure, the color 
blue represents the local HCP structure, and the color pink is an unknown 
lattice structure. Each snap shot includes the total simulation domain of 
Nickel crystals.  
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Figure 4.15. MD simulation results show the percentage of atoms in a local HCP 

environment versus applied strain. FCC atoms change into local HCP by 
partial dislocation nucleation. A higher number of HCP atoms in the H-
free and H-precharged cases indicate a greater dislocation nucleation rate 
and a greater dislocation density.    
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Figure 4.16. Energy difference versus hydrostatic tension in FCC Ni and HCP Ni with 
hydrogen-free (a), 5% hydrogen-charged case (b), 12.5% hydrogen-charged case (c) and 
20.5% hydrogen-charged case (d). 
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Figure 4.16 (continued) 
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4.3.4 Relation to continuum void nucleation model 

MD and MC simulation results indicate hydrogen promotes nanovoid nucleation 

in single crystal nickel in the dynamically-charged condition. To draw information on 

nanovoid nucleation and hydrogen concentrations from MD simulation results, in this 

section, we applied the MD results for the dynamically-charged case in the Horstemeyer 

and Gokhale model [47]. Stress invariants I1, J2 and J3  at the point of nanovoid 

nucleation were calculated based on Equations (4.4), (4.5) and (4.6). Table 4.1 shows the 

stress invariant parameters at different hydrogen concentration. Table 4.1 shows that 

stress invariant parameters 2/3
2

2
3

27
4

J
J

−  and 2/3
2

3

J
J

 are much smaller than stress 

triaxiality
2

1

J
I

.  Stress invariant parameters 2/3
2

2
3

27
4

J
J

−  and 2/3
2

3

J
J

 were related to the 

deviatoric component of stresses, which were considered to be negligible here, because 

the nanovoid nucleated at high triaxial stress state in H-dynamically charged case, similar 

to the grain boundary study in Chapter III.  

The MD simulation results in the dynamically-charged case were inserted in 

Equation (3.9) to calculate the void nucleation parameter 
c

cH  at different hydrogen 

concentrations.  Figure 4.17 shows that void nucleation parameter 
c

cH  versus hydrogen 

concentration. Similar to results in the study on nanovoid nucleation at grain boundaries, 

the stress triaxiality-driven void nucleation parameter 
c

cH  also increased exponentially 

with increasing hydrogen concentration. H-dynamically-charged case mainly addressed 
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nanovoid nucleation caused by hydrogen absorption due to the hydrostatic stress gradient.  

Based on Figure 4.17, in the case of hydrogen absorption from the hydrostatic stress 

gradient, the stress triaxiality-driven void nucleation parameter is also a function of local 

hydrogen concentration as: 

σmHH e
c

c
= ,                                                          (4.9) 

where Hσ is the local hydrogen concentration caused by the hydrostatic stress gradient, 

and m is related to material. According to Figure 4.17, m is approximately 1.72. 

 Based on [133], in a transit system, the local hydrogen concentration due to 

hydrostatic stress gradient can be calculated as follows: 

              ⎥
⎦

⎤
⎢
⎣

⎡
∇∇+∇−∇=

33
22

kk

L

kk

LL HH
RT

VDHDH σσ
σ
&       (4.10) 

where Hσ is the local hydrogen concentration, HL is the bulk hydrogen concentration, D is 

the hydrogen diffusion coefficient of the alloy, V  is the partial molar volume of 

hydrogen. 

 

Table 4.1. Stress state parameters
3

2
3

27
4

J
J

− , 2/3
2

3

J
J

 and 
2

1

J
I  were calculated from MD 

simulation results at nanovoid nucleation in H-dynamically charged condition 
at different hydrogen concentrations. 

 
Hydrogen 

concentration 
(atomic) 

2/3
2
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3

27
4

J
J

−  2/3
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3

J
J

 
2

3

J
J

 

0 0.039 0.33 121.62 
0.4 0.073 0.274 68.54 

  0.47 0.017 0.362 53 



www.manaraa.com

93 

 

Table 4.1 (continued) 
 
 

0.53 0.016 0.363 51 
 
 

 
 
Figure 4.17. MD simulation results in the dynamically-charged case were inserted into 

Horstemeyer and Gokhale continuum void nucleation model.  The 
material constants related to stress triaxiality-driven void nucleation in the 
H-dynamically charged case, cH, increased exponentially with increased 
hydrogen concentration, which was described in Equation 4.9. Here, the 
exponential coefficient is approximately 1.72. 

 

4.4 Discussion 

The simulation results indicate that different mechanisms may have played roles 

in the hydrogen-precharged and the dynamically-charged cases.  
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In the precharged condition, the stress-strain curves followed the same trend as in 

the hydrogen-free condition until a nanovoid nucleated; the dislocation density changed 

little; the dislocation substructures were similar to the hydrogen-free case. The small 

reduction on the fracture hydrostatic stress and fracture strain may be caused by 

hydrogen-induced reduction on the cohesive strength of the lattice, a hydrogen-enhanced 

decohesion mechanism [13]. However, the effects were very small and ductility of the 

specimen changed little, which agrees with the experimental results by Windle and Smith 

[3]. Hydrogen was precharged in the specimen in their experiments. 

In the dynamically-charged condition, hydrostatic stress component was lowered 

by hydrogen; dislocation density was lower; much fewer FCC atoms change into HCP 

atoms because high hydrogen concentration possibly caused a reduction on stacking fault 

energy of the system; the fracture stresses were reduced markedly and fracture strains 

were only slightly reduced.  This suggests that hydrogen enhances nanovoid nucleation 

by reducing the hydrostatic stress for void nucleation.  If a crack is advancing by void 

nucleation and void growth ahead of the crack, hydrogen can lower the stress for a void 

to nucleate in front of the crack and the crack will advance at a lower stress.  This finding 

agrees with experimental results by Robertson and Birnbaum [16].  Robertson and 

Birnbaum found that hydrogen decreased the stress required for crack advance in 

dynamically-charged experiments. 

In the dynamically-charged condition, very high hydrogen concentration was 

present in the specimen due to the high hydrostatic stress.  The MD simulation results 
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were inserted into the Horstemeyer and Gokhale model and a stress triaxiality-driven 

void nucleation parameter was plotted against hydrogen concentrations.   

4.5 Summary of Chapter 4 

Monte Carlo simulations and Molecular Dynamics simulations were carried out to 

study the nanovoid nucleation of nickel single crystal in  hydrogen-precharged and 

hydrogen-dynamically conditions and the associated precursor plasticity mechanisms that 

led up to nanovoid nucleation.  Although the fracture strains only slightly decreased with 

the addition of hydrogen, the fracture stress decreased dramatically.  More specified main 

points of this study are summarized as the following. 

 The hydrogen concentration increased with increasing chemical potential in the 

precharged condition and in the dynamically-charged condition.  The hydrogen 

concentration in the dynamically-charged condition was much higher than in the 

precharged condition due to hydrogen transport by the tensile hydrostatic stress 

caused chemical potential gradient.  

 The precharged condition represented a bulk condition, in which hydrogen did not 

diffuse.  Plastic flow was slightly reduced and the dislocation structure changed 

little.  The critical stress and strain at nanovoid nucleation was slightly reduced 

possibly by hydrogen-induced reduction on the cohesive strength.   

 The dynamically-charged condition represented a type of transient state, in which 

hydrogen was absorbed into the specimen, because of the presence of tensile 

hydrostatic stress and dislocations induced by plastic deformation.  Hydrogen 
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caused a reduction in hydrostatic stress and small increase in yield stress. 

Hydrogen also discouraged stacking faults from forming.  As a result, the 

nanovoid nucleation occurred at a much lower stress and at only a slightly lower 

strain. 

 MD simulation results suggest that hydrogen promotes nanovoid nucleation 

mainly by lowering the critical hydrostatic stress for nanovoid nucleation when 

hydrogen is transported by stress gradient and plastic deformation into the 

specimen in single crystals.  The MD simulation results were inserted into 

Horstemeyer and Gokhale model. The stress triaxiality-driven void nucleation 

parameter also followed an exponential form with local hydrogen concentration. 

This information can be used in the development of a continuum void nucleation 

model in the next chapter. 
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CHAPTER V 
 
 

 A CONTINUUM HYDROGEN-ASSISTED VOID 
NUCLEATION MODEL FOR DUCTILE MATERIALS 

 
 

5.1 Introduction 

 Ductile material deformation involves irreversible, path-dependent processes 

such as plastic deformation, fracture and diffusion [134]. To capture these processes in a 

continuum model, a set of internal state variables can be used to represent the physical 

processes associated with irreversible, path-dependent material behavior. For example, 

three internal state variables were used in the BCJ continuum damage model [53-54]: 

damage, isotropic hardening, and kinematic hardening. Damage addresses microstructure 

evolution due to void nucleation, void growth, and void coalescence. The isotropic 

hardening variable addresses the plastic flow from the evolution of the statistically-stored 

dislocations. Kinematic hardening addresses the plastic flow from the evolution of 

geometrically necessary dislocations.  

Experiments [130-131] and simulations [32] clearly show that hydrogen can 

affect the bulk plastic deformation and fracture of ductile materials; hydrogen diffusion in 

the material   affects deformation processes [135]. Hydrogen can cause either material 

hardening or softening by interacting with dislocations or with impurities [130].
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Hydrogen can induce shear localization and plastic instability, which leads to premature 

material failure [136].  Furthermore, hydrogen diffusion along the grain boundaries and  

interfaces encourages intergranular failures [116].  To include hydrogen effects in the 

constitutive formulations to study ductile material damage, we propose two internal state 

variables: a thermodynamic displacement related to statistically-stored dislocations and a 

damage variable that is a function of hydrogen. Hydrogen can affect plastic flow by 

lowering the energy barrier for dislocation slip and reducing the dislocation spacing 

[137]. However, hydrogen enhancing damage is one of most dominate mechanisms in the 

hydrogen-induced failure process. Hydrogen can cause an elongation-to-failure to 

decrease, which is caused by the damage progression. In particular, hydrogen-induced 

void nucleation may be the main driving force for hydrogen-assisted fracture.  

The MD and MC simulation results in the previous chapters show that hydrogen 

causes nanovoid nucleation to occur at lower stresses and strains.  In this chapter, the 

kinematic, thermodynamic, kinetics and flow rules of the constitutive equations of a   

continuum damage framework are proposed. The emphasis is placed upon the void/crack 

nucleation mechanism related to bulk hydrogen effects and upon developing a model to 

capture its phenomenological nature in the context of internal state variable plasticity and 

damage equations. 

5.2 Kinematics of a Continuum Damage Framework with Hydrogen Effects  

  All equations are written in the current configuration. The tensors are denoted 

with underlines.  
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Because the material volume can deform elastically and plastically, so the elastic 

velocity gradient Le and the plastic velocity gradient Lp are included in the total velocity 

gradient. The damage can induce a material volume change, so we include a velocity 

gradient induced by damage, LФ. Because hydrogen causes a dilatational volume change 

of material, we also include a hydrogen-induced velocity gradient, LH.  The total velocity 

gradient is written as: 

Hpe LLLLL +++= φ                                                                                       (5.1) 

 
For small strain, the anti-symmetric component of the velocity gradient is zero, 

therefore, the strain tensors can be written as: 

Hpe εεεεε φ &&&&& +++=                                                                                         (5.2) 
 
where εe, εp, εФ and εH are  the elastic strain, plastic strain, damage-induced volumetric 

strain and hydrogen-induced volumetric strain. 

Based on [88, 138], we assume that damage-induced deformation is isotropic, and 

damage-induced strain may be written as: 

Iφφε φ && 1)1(
3
1 −−=                                                                                               (5.3) 

 
Based on Alefeld and Jvölkl [139], assume that hydrogen dilatational deformation 

is also isotropic, and hydrogen dilatational strain may be written as; 

 

I
VH

HVIVH
dt
dH

)(3
1ln

3
1

+Ω
=

⎪⎭

⎪
⎬
⎫

⎪⎩

⎪
⎨
⎧

⎥
⎦

⎤
⎢
⎣

⎡
Ω

+=
&

&ε  ,                                                      (5.4) 

 
where H is atomic hydrogen concentration, V is hydrogen partial molar volume, Ω  is the 

mean atomic volume of the host metal atom. 
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5.3 Thermodynamics of a Continuum Damage Framework with Hydrogen 
Effects  

The first law of thermodynamic in the local form is given by Malven [134] 
 

qu ⋅∇−+= ςεσρ && :   ,                                                                            (5.5) 
 
where u is the internal energy per unit mass, σ  is the Cauchy stress tensor, ς  is the 

specific heat generation rate, and q  is the heat flux vector and ρ is the density. 

The second law of thermodynamic in the local form is given: 
 

011
≥⋅∇+−

T
q

TT ρ
ς

ρ
μ&                                                                                       (5.6) 

 
where Tμ  is specific entropy related to dissipation and T is absolute temperature,  
 
Eliminate ζ and combine equations (5.5) and (5.6) and we get: 
 

0):(11
≥⋅∇+−−⋅∇+ qu

TT
q

T εσρ
ρρ

μ &&&                                                          (5.7) 

 
Noting that: 
 

2T
Tq

T
q

T
q ⋅∇⋅

−
⋅∇

=⋅∇                                                                                       (5.8) 

 
Equation (5.7) can be written as: 
 

0:)( 2 ≥
⋅∇

⋅−+−
T

TquT T εσμρ &&&                                                                        (5.9) 

 
After Coleman and Gurtin [140], assume a Helmholtez free energy per unit mass, 

ψ , as the following 

Tu Tμψ −=                                                                                                      (5.10) 
 

TTu TT
&&&& μμψ ++=                                                                                           (5.11)                         
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Substitute equation (5.11) into equation (5.9) and obtain the Clausius-Duhem 
inequality: 

0)(: ≥
⋅∇

⋅−+−
T

TqTT
&&& μψρεσ                                                                     (5.12)    

                                                                       
The free energy,ψ , may be defined as a function of a local state, which may be 

characterized by observable variables such as temperature, elastic strain εe and internal 

state variables such as thermodynamic displacement caused by statistically stored 

dislocations, εss, and damage, φ . The earlier atomistic simulations show that hydrogen 

can enhance damage by reducing the required energy for void nucleation. The study done 

by Liang and Sofronis [136] demonstrate that hydrogen can enhance void coalescence by 

HELP mechanism. Apparently, hydrogen can affect free energy of the system by 

enhancing damage. Hence, the free energy of the system is defined as a function of the 

elastic strain, the internal thermodynamic displacement caused by statistically stored 

dislocations [141], damage and temperature. 

    ),,,( Tsse φεεψψ =                                                                                       (5.13) 
 
Take the derivative of ψ  to get the following, 
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Substitute Equation (5.2) and (5.14) into Equation (5.12) and get: 
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Similar to [142],  
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eε
ψρσ

∂
∂

=                                                                                                         (5.16)                         

TT ∂
∂

−=
ψρμ                                                                                                     (5.17)  

 
Thus, Equation (5.14) can be simplified as: 
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Tqss
ss

Hp φ
φ
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The first term is the external work from deviatoric plastic deformation; the second term is 

the external work from damage-induced volumetric expansion, the third term is the 

external work from hydrogen-induced volumetric expansion, the fourth term is the 

dissipation from internal work from the dislocations, the fifth term is the dissipation from 

damage, the sixth term is a convection term. The fourth and the fifth terms are related to 

internal state variables. The thermodynamic forces associated with the internal state 

variables can be defined by: 

ssε
ψρκ

∂
∂

=                                                                                                        (5.19) 

 

φ
ψρ
∂
∂

=Y                                                                                                          (5.20)                         

  
where κ  is the thermodynamic force conjugate to statistically stored dislocations-

induced thermodynamic displacement, which is also defined as an isotropic hardening 

variable and can be thought as the stress related to forest dislocations. Y is the 

thermodynamic force conjugated to damage, which can be thought as an elastic energy 

release rate induced by increasing damage. 

For a small-strain system, the free energy is written as: 
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2

2
1)1(:

2
1 sssseTe HC εεφερψ +−=  ,                                                             (5.21) 

                                                                        
where C is elastic moduli.  Hss is related to the isotropic hardening moduli. 

Substitute equation (5.21) into equations (5.16) and (5.19) and get: 
 

eC εφσ )1( −=                                                                                                  (5.22) 
 

ssssH εκ =                                                                                                         (5.23) 
 
Take the derivative of equations (5.22) and (5.23) and get rate forms: 

σ
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φεφεφεφσ
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&

&&&& eee CCC                                                 (5.24) 

ssssH εκ && =                                                                                                         (5.25) 
 
Equation (5.24) can be written as: 

σ
φ

φεφμεφλσ
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−−+−=
1

)1(2)()1(
&

& esetr                                                     (5.26) 

where λ is the bulk modulus, μs  is the shear modulus. 
 
The elastic strain of statistically-stored dislocations is a function of dislocation density 
[141: 
 

ss
ss b ρε =                                                                                                      (5.27)                       

 
where ρss is the dislocation density and b  is Burger’s vector. 
 
According to Kocks-Mecking model [143], the dislocation density evolves by storage 

minus recovery event. The dislocation density satisfies: 

ssssp
ss cc

d
d

ρρ
ε

ρ
21 −=   ,                                                                                 (5.28) 

 
where c1 and c2 are material constants. 
 

Based on Equation (5.25), (5.27) and (5.28), the isotropic hardening variable,κ , 

is written as: 
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pss cHcb εκκ && )
2

( 2
1 −=                                                                                     (5.29) 

 
Simplify Equation (5.29) into: 
 
 pRH εκκ κκ && )( −=           (5.30) 

 
where  κH  is the isotropic hardening modulus, κR is the dynamic recovery parameter.   
 
These two terms are normally functions of temperature.  However, only ambient  
 
Temperature is considered and they are constants here. 
 

 
Substitute Equation (5.3) and (5.4) into (5.2) and get: 
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 Based on [54], the deviatoric flow rule is assumed as: 
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where V(T), f(T) and Y(T) are used to describe temperature dependences of the yield 

functions. All those functions have forms according to [53-54]: 

)exp()( 2
1 T

CCTV −=                                                                                         (5.33) 

)exp()( 4
3 T

CCTY =                                                                                           (5.34) 

)exp()( 6
5 T

C
CTf −=                                                                                        (5.35) 

                                                                                                                  

5.4 Kinetics of a Continuum Damage Framework with Hydrogen Effects 

In this model, damage is related to void nucleation, void growth and void 
coalescence in a linear rate form: 
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vCηφ =             (5.36) 
 

CvCvvC &&&& ηηηφ ++=                                                                                        (5.37) 
 

where η is the void nucleation, v is the void growth,  and C is the void coalescence. 
 

5.4.1 Void growth model and void coalescence model 

Experiments [28-31] and simulations [33, 136] suggest hydrogen enhances void 

growth and coalescence.  However, in this study, hydrogen effects on the void growth 

and the void coalescence were not considered, only the void nucleation was considered. 

Mclintock’s model [144] for the growth of spherical voids in a rate-independent 

plastic material was used: 
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where Ro is the initial radius of average void size, and n is the strain hardening exponent 

of the material.  

Based on [88], the void coalescence model is: 
                                                                                                                                         

 )exp(][ TCvvCC CTcoal ηη &&& += ,                                                                          (5.39) 
 
where Ccoal is a material constant. CCT is related to the temperature dependence on void 

coalescence. 

5.4.2 Void nucleation model 

 This work is to develop a hydrogen-enhanced continuum void nucleation model 

by adding hydrogen effects into the Horstemeyer and Gokhale model [47], based on MD 
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simulations results presented in the previous chapters. The Horstemeyer and Gokhale 

void nucleation rate equation [47] was described in section 3.4, Chapter III. 

 To use the information from MD simulation results appropriately, the length 

scale, in which each term resides in the continuum nucleation equation [47], needs to be 

understood. Figure 5.1 is used to illustrate the concept. Void number density, η,  is a 

continuum quantity. The diameter of the second phase particle, d, is from a lower length 

scale, which is usually at the microscale and can be at the nanoscale if the particle size is 

at the nanoscale. The volume fraction of second phase particles is also from a lower 

length scale, which corresponds to the number of sites possible for void nucleation, 

because void nucleation can occur either by fracture of second phase particles or by 

interfacial debonding. Strains and stresses all are continuum quantities. Void nucleation 

coefficients, a, b and c are at the microscale or at the nanoscale and are related to local 

stresses at interfaces, inclusions and second phase particles. MD simulations results 

provided information on how hydrogen affects void nucleation coefficients a, b and c.  
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Figure 5.1. Void number density η, a continuum quantity, is a function of microscale 

quantities: particle number density f, particle size d and void nucleation 
coefficients, a, b and c. Nanoscale simulations can provide information on 
void nucleation coefficients a, b and c. 

 
 
 

MD simulation results in the grain boundaries study (see Chapter III) show that 

hydrogen lowers the critical hydrostatic stress and critical strain for void nucleation if 

hydrogen is trapped at and near grain boundary planes.  MD simulation results in single 

crystals study show that hydrogen reduces the critical hydrostatic stress for void 

nucleation if hydrogen is transported by stress gradient and deformation-induced 

dislocations. Dighe and coworkers [55] also found that interfacial debonding at a particle-

matrix interface was mainly caused by a hydrostatic tensile stress. Therefore, hydrogen-

induced void nucleation by interfacial debonding is addressed by adding a hydrogen-

related factor )(HG in the term that associated with the stress triaxiality. 
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MD simulation results in Chapter III show that G(H) is an exponential function of 

grain boundary hydrogen concentration induced by trapping at defects at grain 

boundaries.  MD simulation results in Chapter IV shows that G(H) is also an exponential 

function of the local hydrogen concentration caused by a hydrostatic stress gradient and 

deformation-induced dislocations.  Therefore, the form for G(H) is chosen as: 

            σmHeHG =)(                                                                                                     (5.41) 
 
Hence, the new hydrogen-enhanced void nucleation rate equation is: 
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 take integration and get the void nucleation equation: 
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where Hσ is local hydrogen concentration, which can include hydrogen absorption by 

defects- trapping and stress gradient, m is a material constant related to material and local 

interfaces, Cη is the initial void volume/area density.  Note that as the local hydrogen 

concentration approaches zero, the Horstemeyer-Gokhale nucleation model is fully 

recovered. 

 

5.4.3 Local hydrogen concentrations 

Local hydrogen concentrations can be affected by hydrogen trapping at 

microstructural defects such as interfaces, grain boundaries, voids and cracks [107], can 
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be also affected by local stress state [135] and by dislocations induced by plastic 

deformation. The grain boundary study addressed the local hydrogen concentration by 

hydrogen trapping at the grain boundaries, and the single crystal study addressed the local 

hydrogen concentration caused by stress gradient and deformation-induced dislocations. 

The grain boundary study addressed a hydrogen equilibrium state, while the single crystal 

study addressed a hydrogen transit state.  

For a hydrogen equilibrium state, local hydrogen concentration can be evaluated 

based on the following methods. 

The hydrogen concentration at interstitial sites, HL, is related to applied hydrogen 

pressure according to Sievert’s law [113]. 

           )6850exp(2226
2 RT

PH HL
−

= ,                                                                          (5.44)                         

                                                                                            
where 

2HP is hydrogen gas pressure in MPa. 

Based on McLean [57] and Oriani’s theory [145] and, at equilibrium state, the 

hydrogen concentration trapped at the interfaces, HB, is related to the hydrogen 

concentration at interstitial sites, HL  as: 
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where WB is trap binding energy at the interface, R is gas constant and T is absolute 

temperature. 

At the equilibrium state, local hydrostatic concentration in a region with positive 

hydrostatic stress is higher than the unstressed region.  The local hydrogen concentration 

in a stressed region, σH , is related to the concentration in a unstressed region BH  as: 
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For a hydrogen transit state, Taha and Sofronis [146] proposed a model of the rate 

of local hydrogen concentration: 
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where HL is the hydrogen concentration at interstitial sites corresponding to the bulk 

hydrogen concentration described earlier, HB is the hydrogen concentration trapped at 

microstructural defects corresponding to the grain boundary hydrogen concentration 

described earlier, D is the hydrogen diffusion coefficient of the alloy, Nα is the number of 

sites per trap, NT is the trap density measured in number of traps per unit volume, 

Tθ denotes the occupancy of the trapping sites, the  εp is the local plastic strain. The last 

term in Equation (5.47) is related to hydrogen trapped by dislocations induced by plastic 

deformation.                                             

5.5     Model Implementation and Correlation 

The continuum damage framework with the new hydrogen-enhanced void 

nucleation model was implemented into user material code UMAT, which can be used 

with commercial FEA code ABAQUS to predict void nucleation and damage. The 

existing experimental data on 1518 spheroidized steel [38] was used to validate the model 
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5.5.1 Parameter correlation for plasticity in 1518 spheroidized steel 

To implement equations in the previous sections, a number of constants related to 

plasticity of 1518 spherodized steel needed to be determined. BCJ Fit is a code which 

uses least square curve fitting method to find constants that correlate with the 

experimental stress-strain curves. Figure 5.2 shows a simple stress-strain curve provided 

for 1518 spheroidized steel by Kwon and Asaro [38], and a number of plastic constants 

were correlated from it, which is shown in Table 5.1. Because rate-dependence and 

temperature-dependence on yielding and strain hardening was neglected in this study, the 

constants addressing temperature and rate dependence are zero.  

 

Figure 5.2. The stress-strain curve from the experimental data on 1518 spheroidized 
steel is correlated with BCJ fit. A number of plastic constants are 
correlated from the experimental data [38]. 
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Table 5.1.  Plasticity parameters were correlated from experimental data. Constants C1, 
C2, C3, C4, C5 and C6 are material constants that relate to yielding with 
temperature dependence.  

 
 

Bulk Modulus λ (MPa) 79620 

Shear Modulus μs (MPa) 172500 

Isotropic hardening modulus κH (MPa) 160 

Dynamic recovery parameter κR  0 

C1 0 

C2 0 

           C3 (MPa)  293 

C4 0 

C5 0 

C6 0 

 

5.5.2 Void nucleation parameters correlation for uncharged specimens in 1518 
spheroidized steel 

According to Kwon and Asaro, in 1518 spheroidized steels, voids were nucleated 

by interface separation at large inclusions and carbide particles.  The experimental data 

on the smooth specimens and notched specimens without hydrogen were used to correlate 

the initial void volume density and void nucleation coefficient a, b and c in Equation 

(5.43). Normally, the void volume densities of smooth specimens need to be evaluated 

under uniaxial tension, uniaxial compression and pure torsion in order to determine 

material constants a, b and c and initial void volume density Cη [47]. For example, 

coefficient a, is usually determined from torsion results. Coefficients b and c are 



www.manaraa.com

  113    

 

determined from tension and compression. Experiments by Asaro and Kwon only 

included void area density versus plastic strain of smooth specimens under uniaxial 

tension and notch tensile specimens. No torsion data was available to determine 

coefficient a. However, since the purpose here is to validate hydrogen effects on void 

nucleation.  Hydrogen is only added to the material constant associated with stress 

triaxiality.  Therefore,  a = 0 was assumed, b, c and initial void volume density Cη were 

determined by correlating the void volume density curve of the smooth specimens under 

uniaxial tension and notch specimens under uniaxial tension.  Figure 5.3 shows the void 

volume density versus plastic strain of the smooth and notch data without hydrogen by 

model prediction and experiments. Based on Figure 5.3, void nucleation coefficients b, c 

and initial void volume density, Cη were found to be the following: b =50000MPa, c = 

5000MPa and Cη = 7.5e7 cm-3.  
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Figure 5.3. The experimental data of void nucleation density versus plastic strain for 
smooth and notched specimens is correlated with Horstemeyer and 
Gokhale void nucleation model [47].  

 

5.5.3 Void growth and void coalescence parameters 

Based on Kwon and Asaro [38], the parameters for void growth are: 
  
Ro = 0.25e-6 (m)           n=0.092 
 
In this study, void coalescence was not considered: 
 
C=1 

 

5.5.4 Model correlation and validation with 1518 spheroidized steel 

5.5.4.1 Local Hydrogen concentration 
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In Kwon and Asaro’s experiments, hydrogen was electrochemically charged into 

the specimens before the mechanical tests were performed under an extremely slow strain 

rate of 6.6e-4/s. Hence hydrogen is considered to have reached an equilibrium state. Thus 

the local hydrogen concentration was calculated based on the equations described in the 

previous section for the equilibrium state. Hydrogen-related parameters are needed to 

calculate the local hydrogen concentrations. Table 5.2 shows the hydrogen-related 

parameters.   

 

Table 5.2. The following parameters are used to calculate the local hydrogen 
concentrations. 

 
Trap binding energy WB [147] -56KJ/mol 

Gas Constant R 8.31J mol-1K-1 

Temperature T 300K 

Partial molar volume of hydrogen V [148] 1.72 cm3/mol 

 

 

The local hydrogen concentrations trapped at the interfaces at the unstressed 

condition was calculated for different bulk hydrogen concentrations based on Equation 

(5.46) and the parameters provided from Table 5.2. Figure 5.5 shows that the local 

hydrogen concentration at the interfaces increased with bulk hydrogen concentration and 

then saturated after hydrogen occupied all the trap sites, and the interface hydrogen 

concentration was much higher than bulk hydrogen concentration due to high trap 
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binding energy at the interface. This indicates that even if the solubility of hydrogen is 

usually very small in many alloys, the local hydrogen concentration can be very high. 
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Figure 5.4. The interface hydrogen concentration in the unstressed condition increases 

with increased bulk hydrogen concentration and saturates when hydrogen 
occupies all available trapping sites. The interface hydrogen concentration 
is much higher than the bulk hydrogen concentration. 

 
 
5.5.4.2 Void nucleation model correlation and validation with hydrogen 

Based on Equation (5.45), the bulk hydrogen concentration can be calculated 

based on applied hydrogen gas pressure. However, no hydrogen pressure data was 

available in the experiments by Kwon and Asaro[38], because hydrogen was charged 

electrochemically instead of by gas pressure. Normally, if the hydrogen bulk 
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concentration is known, the experimental data of void nucleation with hydrogen on 

smooth specimens can be used to find the material constant m.  However, hydrogen bulk 

concentration can not be determined due to the reason described earlier [38]. Therefore,  

m = 3.3 was assumed based on the MD simulation results in chapter III, and was applied  

in the new void nucleation model to calculate the void volume density at different bulk 

hydrogen concentrations, as shown in Figure 5.5. Note; material constant m is most likely 

not the assumed value.  However, the purpose of this study is to find out whether the new 

void nucleation model can match the trend of experimental data. Figure 5.5 also show a 

comparison of the model versus experimental data.  Figure 5.5 shows that the calculated 

void volume density increased rapidly with increased plastic strain and bulk hydrogen 

concentration. When the bulk hydrogen concentration is 10-4appm, the curve is very close 

to the experimental data until plastic strain reaches 0.62.  The experimental data is higher 

than the model results at a plastic strain higher than 0.62.  The reason may be due to 

neglecting the necking of the specimen in the later stage of the deformation. The necking 

of the specimen can induce high triaxiality, which can cause higher void nucleation rate.  

 In the experiments by Kwon and Asaro [38], an electrical current density of 

2mA/cm2 same as the smooth specimens was also applied on the notch specimens, which 

indicate the bulk hydrogen concentration, is likely to be approximately the same in both 

type specimens. Based on Figure 5.5, the bulk hydrogen concentration was chosen as 10-

4appm for simulating the notch tensile tests.  All the material constants in the notch 

specimen simulations were the same as the smooth specimen simulations. The notch 

tensile tests induced higher stress triaxialities and hydrostatic stresses, which can affect 
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the local hydrogen concentration and void nucleation, compared to the smooth 

specimens. Figure 5.6 shows void volume density versus plastic strain from experimental 

data and model results for the notch specimen, showing a fairly close comparison.   

Figure 5.7 shows the plastic strain at the notch area in the hydrogen-free condition 

at the point of failure. The peak plastic strain is located at the outer surface of the notch. 

Figure 5.8 shows the stress triaxialities at the notch area in the hydrogen-free condition at 

the point of failure.  The peak stress triaxiality is located in the center of the notch area. 

Figure 5.9 shows the void nucleation at the notch area in hydrogen-free condition at the 

point of failure. The peak void nucleation is located between the outer surface and the 

center of notch region.  The study by Horstemeyer and coworkers [88] also show similar 

results, as shown in Figures 5.7, 5.8 and 5.9.   Figure 5.10 shows the void volume density 

at the notched area in the hydrogen-charged condition at the point of failure. The peak 

void volume density is located in the center of the notch region. Figure 5.9 and 5.10 show 

that hydrogen caused the peak void volume density to move from the region close to the 

outer surface to the center of the notch region. This is because the high hydrostatic stress 

in the center causes an increase in local hydrogen concentration and hydrogen enhances 

the stress triaxiality-driven void nucleation. 
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Figure 5.5. The void volume density versus plastic strain of the smooth specimen at 

different bulk hydrogen concentrations from model results and from 
experimental data [38]. At the bulk hydrogen concentration HL = 1e-4 
(appm), the model results match well with the experimental results until at 
the high plastic strain. 
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Figure 5.6. The void number density versus plastic strain in the H-charged notch 

specimen from experimental data and from model results. The model 
results compared well with the experimental data [38]. 
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Figure 5.7. The model simulation results show the plastic strain distribution in the 

hydrogen-free notch specimen at the point of failure.  The peak plastic 
strain is located at the outer surface of the notch. 
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Figure 5.8. The model simulation results show the stress triaxiality distribution in the 

hydrogen-free notch specimen at the point of failure.  The peak stress 
triaxiality is located at the center of the notch. 

                                                                                                                                            
 
 
 
 
 
 
 
 
 
 
 

Peak stress triaxiality 
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Figure 5.9. The model simulation results show the void nucleation distribution in the 

hydrogen-free notch specimen at the point of failure.  The peak void 
nucleation is located at the area between the outer surface and the center in 
the hydrogen-free specimen.   
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Figure 5.10. The model simulation results show the void nucleation in the hydrogen-

charged notch specimen at the point of failure. The peak void nucleation is 
located at the center of the specimen.  

 

5.6 Summary of Chapter 5 

The main points of this study can be summarized as follows: 
 

 Hydrogen effects were added into the internal state variable damage 

framework.  The kinematic, thermodynamic and kinetics of a continuum 

damage model with hydrogen effects were described. 

 A new void nucleation model with hydrogen effects was developed based on 

nanoscale results from previous chapters and experimental observations. 

The peak void 
nucleation 
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 The damage model with the new void nucleation equation was implemented 

into the user material code, which can be used with commercial finite element 

code ABAQUS. 

 Finite element calculations were performed on smooth and notch tensile 

specimens. The results were compared favorably to the existing experimental 

data by Kwon and Asaro [38].   

 The model results in the smooth specimen matched well with the experimental 

data until the plastic strain was higher than 0.6, then the experimental results 

were higher than the model results. A possible reason might be due to 

neglecting the necking of the specimen in the later stage of the deformation. 

 The model results in the notch specimen followed the same trend as the 

experimental data. At the point of failure, in the hydrogen-free specimen, the 

location of the peak void nucleation was between the center and the outer face 

in the notched region; in the hydrogen-charged specimen, the location of the 

peak void nucleation was at the center of the notch region, because high 

hydrostatic stress in the center increased hydrogen absorption; also the effects 

of hydrogen on void nucleation were driven by the stress triaxiality. 

 The calculated local hydrogen concentrations at the interfaces were much 

higher than the bulk hydrogen concentrations, because of the high trap binding 

energy at the interfaces. This indicates that even if hydrogen solubility is very 

small in many alloys, hydrogen can still induces failure because it is the local 

hydrogen concentration that drives hydrogen-related failures.  
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CHAPTER VI 
 

SUMMARY AND FUTURE WORK 

6.1 Summary 

A continuum void nucleation model with hydrogen effects was developed by 

using information gathered from nanoscale studies and experimental observations. The 

new model was based on the Horstemeyer and Gokhale continuum void nucleation 

model. MD and MC simulations were performed to study hydrogen effects on plasticity, 

nanovoid nucleation, and interfacial debonding of different local grain boundaries.  This 

study shows that hydrogen accumulates at the grain boundaries and causes the critical 

hydrostatic stress and strain for nanovoid nucleation to decrease with increased grain 

boundary hydrogen concentration at the grain boundaries. This study also shows that 

hydrogen-enhanced void nucleation depends on local grain geometries, possibly due to 

the local hydrogen distribution at the grain boundary. By inserting the MD simulation 

results into the Horstemeyer and Gokhale model, the relationship between nanovoid 

nucleation, grain boundary hydrogen concentration and local grain boundary geometries 

was determined quantitatively. MD and MC simulations were also performed to study 

hydrogen effects on plasticity and nanovoid nucleation in single crystal in hydrogen-

precharged and dynamically-charged conditions. Hydrogen transport by stress gradient 

and dislocations were addressed in a dynamically-charged case. This study shows that 
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hydrogen causes a reduction on critical hydrostatic stresses for void nucleation in the 

dynamically-charged case due to hydrogen-induced volumetric expansion and hydrogen-

induced stacking fault energy. The MD simulation results in single crystals were also 

inserted into the Horstemeyer-Gokhale model to extract the relationship between 

nanovoid nucleation and hydrogen concentrations. The nanoscale study suggests 

hydrogen affects the hydrostatic component of stress for nanovoid nucleation, 

particularly for the void nucleation induced by interfacial debonding. Based on nanoscale 

studies and experimental observation, the Horstemeyer and Gokhale model was modified 

to account for hydrogen effects.  The modified model was then cast into a continuum 

damage framework with hydrogen effects and implemented into a user material code. 

ABAQUS [56] finite element calculations were performed to validate the model with 

experimental data.  The model results matched well with the experimental results in the 

plastic strain lower than 0.6 in the smooth specimens.  The model results followed the 

same trend with the experimental results in the notched specimens. 

6.2 Future work 

6.2.1 Hydrogen effects on void nucleation by particle fracture 

In this research, hydrogen effects on void nucleation by interfacial debonding 

were studied.  However, voids can nucleate by particle fracture under torsion and 

compression loads [47, 55]. To gain an understanding of the underlying mechanisms of 

the void nucleation by particle fracture with hydrogen effects, MD and MC simulations 

can be performed to study the particle fracture by embedding a hard-phase particle into a 
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ductile matrix under compression and torsion loading in the hydrogen-free and hydrogen-

charged conditions.  A quantitative relationship between local hydrogen concentration 

and nanovoid nucleation due to particle fracture may be extracted, and this relationship 

may be used to improve the continuum void nucleation model with hydrogen effects. 

6.2.2 Hydrogen effects on void nucleation at grain triple point polycrystals 

Void nucleation at grain triple points has been observed experimentally [149]. 

Querin and coworkers [150] observed the void nucleation at a triple point of 6022 

aluminum. MD and MC simulations might be performed to study the hydrogen effects on 

void nucleation at grain triple points.  MC simulations can first be performed to introduce 

hydrogen into the triple point, and MD simulation can then be performed to study the 

void nucleation at triple points under different loading conditions, and different length 

scales. 

6.2.3 Uncertainty on hydrogen-enhanced void nucleation 

The MD and MC simulation results in this research show statistical scatters due to 

the uncertainty related to the hydrogen concentration, hydrogen trapping sites, and void 

nucleation sites.  Uncertainty analysis might be performed on those parameters to add 

statistics associated distribution in the new void nucleation model. 

6.2.4 Hydrogen interactions with interfaces and defects 

The grain boundaries studied were free of defects.  That is why these simulation 

results show much higher interfacial strength than experimental data.  To better represent 

the more realistic grain boundaries and interfaces, it is important to study the interaction 
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between hydrogen and defects at the grain boundaries and interfaces. One possible study 

might be to add different amounts of vacancies at the grain boundary and interfaces.  

Another possible study can be to add impurity such as carbon atoms in a nickel grain 

boundary.  Because intergranular failure is often a fast fracture, the MD-MC process used 

in Chapter IV can be used in this study to simulate hydrogen diffusion along the grain 

boundary.  

6.2.5  Hydrogen effects on void growth and void coalescence 

This research was focused on hydrogen-enhanced void nucleation. Hydrogen 

effects on void growth and coalescence, isotropic hardening and kinematic hardening 

variables also need to be studied. Those effects can then be included into the continuum 

damage framework to predict damage and failure. The model should be fully coupled and 

include hydrogen in a steady state and a diffusive state.  

6.2.6 A continuum damage model with environmental effects 

When a structure is subjected to mechanical loading in a corrosive environment 

involving production of hydrogen, two processes are present simultaneously.  First, 

anodic reaction causes pits and intergranual cracks on the surface of the material. Second, 

cathodic reaction produces hydrogen, which can diffuse into the metal and degrade 

material properties.  A continuum damage model with environmental effects should 

include not only the damage with hydrogen effects, but also include the damage caused 

by pitting and intergranular corrosion on the surface. Both experimentation and 

simulations should be used to study the pitting and intergranular corrosion in order to 

capture the important mechanisms. 
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